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Abstract

The angles space of positive definite dependence measures possesses many desirable properties
that make it useful and of interest for a wide range of empirical inquiry, including: 1. causal discovery;
2. inference for and sampling of these dependence measures; and 3. distance measurement using
these measures. Positive definite dependence measures arguably span all those in widespread
usage, so this approach maintains a broad and relevant range of application. Angles correspond
one-to-one with cells of all-pairwise dependence measure matrices, placing them at the right level of
granularity for most analyses of dependence structure. This is as opposed to spectral approaches
related to eigen decompositions that remain an order of magnitude less granular, not to mention less
robust for estimation when matrices approach singularity (which is the rule rather than the exception
for financial portfolios in many settings). Angles distributions are multivariate independent, well
bounded, and generally well behaved (i.e. unimodal, not extremely asymmetric, etc.), allowing for
reliable estimation and more robust inference. They also remain robust to challenging data
conditions, because their only requirement is the positive definiteness of the dependence measure
matrix. Real-world financial returns data, for example, is characterized, simultaneously, by marginal
distributions with different and varying degrees of asymmetry, heavy-tailedness, serial correlation,
and non-stationarity: these conditions in themselves pose no issues for the definition of angle
variables or their distributions. Finally, because angles are a multivariate bijection of any positive
definite dependence measure matrix, they provide a unifying framework allowing for ceteris paribus
comparisons across dependence measures and/or across estimators applied to the same measure,
often where no such comparative analyses previously were tractable or even possible. Relying on
the angles space, | provide examples of original derivations and empirical implementations of 1., 2.,
and 3. herein.
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l. Review of Positive Definite Dependence Measures

« | first emphasize that the dependence structure framework for this work is the all-pairwise
matrix, that is, the matrix of all bivariate relationships between all variables in the portfolio, and that
positive definiteness is defined in relation to this framework, NOT in the sense of multivariate
measures of dependence (see Cardin, 2009).

1 r 7 7 . v..=r..
Lz L3 L4 i. symmetry: Lj o
R By 1 ns o hy i. unit diagonals: Ve = 1
B Ko 1 34 iii. bounded non-diagonals, maximum range*: —] < v ; <1
aa Tap 143 1 iv. positive definiteness, i.e. all eigenvalues ,
_ i ;>

« For completeness, and for reference throughout this presentation, | define eigenvalues for
R e R”? here: if there exists a nonzero vector v such that Ry = Ay then A is an eigenvalue of R
and v is its corresponding eigenvector. A and v can be obtained by solving
det(/il — R) =0, then det(ll — R)v =0, where / is the identity matrix and det is the determinant.

 Numerical issues aside, proper measures of dependence in quantitative finance should be
positive definite, either via analytical proof (see Sabado et al., 2007, for Pearson’s, Spearman’s,
and Kendall's, and Embrechts et al., 2016, for the tail dependence matrix), or in the absence of such,
via empirical verification of all relevant cases.

* This range varies by measure, and by data conditions for a given measure, as described in more detail below.
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l. Review of Positive Definite Dependence Measures

Broad Range of Application:

 Even beyond finance, however, positive definite dependence measures arguably span all those in
widespread usage, making the use and application of the angles space here broadly relevant.

* Forlong-established measures (e.g. Pearson’s, Spearman’s, Kendall's, Tail Dependence Matrix)
positive definiteness has been proven analytically.

« But not for newer measures, for which positive definiteness must be empirically verified (e.g.
Chatterjee’s correlation and its variants (e.g. the improved Chatterjee’s correlation (Xia et al., 2024)),
Lancaster’s correlation(s), Szekely’s distance correlation and its variants, Differential Distance
Correlation, asymmetric tail dependence measure of Deidda et al. (2023), and others).

 However, because numerical issues can render any estimated dependence measure non-positive
definite, such empirical validation always should be employed in practice, regardless of the
dependence measure being used.

* Note that all formulae below are estimators based on samples of data, as opposed to populations of
data.

» Also note that this work focuses not on estimation of these dependence measures, but rather
on defining and generating their finite sample distributions for inference and related purposes
(e.g. distance measurement, inference for causal discovery, random sample generation). Hence,
unless otherwise noted, all results are conditional on 1. a dependence measure matrix, and 2. a data
generating mechanism: each can be either specified/known, or well-estimated.
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l. Review of Positive Definite Dependence Measures

Monotonic Measures — The “Big 3”:

Pearson’s Product Moment Correlation

) (o LS Iy
.y iLXi_lz":ijz/(nq) i(z—linjz/(n—l) S Sy

Taking two variables, say, the financial returns of two assets X and Y, Pearson’s measures how often
and to what degree they deviate from their respective sample means in the same or in opposite
directions. The numerator is the (sample) covariance of X and Y, and the denominator — the product of
the (sample) standard deviations of X and Y — has the effect of scaling the (sample) covariance to a
(maximum) range of —1 to 1,* (from perfect negative dependence to perfect positive dependence,
respectively). So Pearson’s is just the scaled covariance between X and Y.

* Note that this range can be tighter under specific circumstances, such as for equicorrelation matrices
where [—1/(p—1)] <r<1, p=dim(r).
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l. Review of Positive Definite Dependence Measures

Monotonic Measures — The “Big 3”:

Spearman’s Rho Zn:(RX[ —%ZH:RXJ](RK —%Zn:Ryj j/(n —1)

i=1 j=1
2) STy y =

i(RXf —%jzn;Rijz/(n—l) il(RY, —%]Zn;Ryjjz/(n—l)

Spearman’s is exactly the same formula as Pearson’s but instead of using the values of the returns of X
and Y, their ranks are used instead. It’s values also have a maximum range from -1 to 1. In the event of
ties in the ranks, widespread convention is to use the averaged rank (see Zar, 1999). If there are no ties
in the data, the above can be shortened to 3), although 3) also can be adjusted for ties as in 4), where
mx and my = # tied groups in X and Y, respectively, and tX,. and tYl_ are the number of ties in each tied

group.

N

mx

(R, R, ] ([ =n]fs)- SR, =R, ) =35 =) =335 -1, )

] — —i=t 4)SrXY = =

n'—n \/{([n ~n]f6)-23(1, } [ [ =n]/o) 22( )}

i=1

3) STy y =

Computationally, 2) with averaged ranks is preferred to 4) (see Zar, 1999).
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l. Review of Positive Definite Dependence Measures

Monotonic Measures — The “Big 3”:

J #concordant pairs —#discordant pairs 0 e S
Kendall’s tau — _ L .
) T(X,Y) total # pairs n(n — 1) ;j;lsgn(xl xj)sgn(yl y,)

where sgn(z):l if z>0, sgn(z):—l if z<0, sgn(z):O if z=0, for both N and n

Kendall’s tau is the sum of all pairwise comparisons of every data point of X and Y, divided by the total
number of pairs. The pairwise comparisons are given values of 1, 0, or —1, if both from one period to
another are in increasing/decreasing order, if the values from both periods are tied for either of the
assets, or if the assets are NOT both in increasing/ decreasing order, respectively; it thus gives the
number of pairs in concordance minus the number in discordance relative to the total number of pairs, as
shown above in 5).

0) rb(X,Y)= 1 nz_lzn:sgn(xi—xj)sgn(yi—yj)

Ties in the values of either of the \/(no —m)(n,—ny) L= =

pairs, (x, and x; ) or (y, andy, ), will restrict . .

the range from achieving —1 or +1, h D2 e S V2= S (. —1) /2
even under otherwise perfect dis- where 1, = (r )/ M ; 4( )/ > 12 ]Z:; “) (“/ )/ ’

cordance or concordance, respectively,
so a commonly used variant of Kendall's Tau
that avoids this drawback when ties exist is 6).

t, =# ties in i-th group of x; u, =# ties in j-th group of y
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l. Review of Positive Definite Dependence Measures

Monotonic Measures — The “Big 3”:

Pearson’s rho, Spearman’s rho, and Kendall’s tau

The “big 3” dependence measures — Pearson’s, Kendall’s, and Spearman’s — are by far the most widely
used in practice. Although widely held myths persist regarding Pearson’s as a measure strictly of
linear monotonic relationships (see van den Heuvel & Zhan, 2022), all three measure monotonic
association (i.e. the direction of the association, positive or negative, does not change within the covered
time period) that is symmetric, which is to say non-directional in the variable order (i.e. the measured
dependence of X on Y is assumed to be the same as that of Y on X). Itis important to recall here that as
measures of monotonic dependence, values of zero generally do not imply independence between X and
Y,* butindependence between X and Y does imply values of zero for the big 3. Some of the
dependence measures treated below avoid this limitation under many conditions.

* Note, however, an exception occurs when data is distributed as bivariate normal, in which case a Pearson’s value of zero does indicate
independence.
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l. Review of Positive Definite Dependence Measures

Tail Dependence Measures:

Tail Dependence Matrix (TDM) provides the probability of a variable exceeding a quantile of its
distribution conditional on the other variable in the pair exceeding the same quantile of its distribution. So
these conditional probabilities of quantile exceedance range from zero to one, rather than —1 to 1 like the
“big 3”: otherwise the matrix conditions listed above all hold (its positive definiteness was proven by
Embrechts et al., 2016). The upper and lower TDMs only are equal under perfect distributional
symmetry: otherwise, the two metrics have distinct values, as shown below in 7) and 8):

7) IDMU,, = lim P(Y > F;' (¢q) | X > F,' (¢))

g1

8) TDML, , = lim P(Y < F,'(q)| X < F,'(q))

g—0"

where quantile function = inverse cdf = F ' (¢) = inf {x eR:F(x)2 q}
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l. Review of Positive Definite Dependence Measures

Tail Dependence Measures:

Sample estimators for 7) and 8) are presented in Garcin and Nicolas (2023) as 9) and 10):

9) A, (ifn)= 1— 2(z‘/ri)_+(§; ()i/n i/n)

10) 4, (ifn)="=- (i/n,i/n)

(i/n) (i/n)=q for g <0.5 and (i/n)=(1—-q) forg=0.5
Fy,(x)= lZn:l{)(j < x} and F, , (v)= lZn:l{YJ < y} are the empirical cdfs.
N j= n-i-

C, (u,v)= %anl{ﬁm (Xj) < u}l {ﬁy’n (Y]) < v} 1s the empirical copula
j=1

These are shown in Schmidt and Stadtmuller (2006) to have good statistical properties (i.e. strong
consistency and asymptotic normality).
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l. Review of Positive Definite Dependence Measures

Tail Dependence Measures:

Many other measures of tail dependence exist (see AghaKouchak et al., 2013, Babic et al., 2023,
Manistre, 2008, Li and Joe, 2024, Krupskii and Joe, 2014, Lauria et al., 2021, and intriguingly, Siburg et
al., 2024), but 7) and 8) are the oldest, most widely used, and best understood. Tail dependence is
especially important in the risk analytics of financial portfolios because “tail events” often represent the
most material financial impacts, are typically associated with non-linear effects and associations, and are
closely tied to correlation breakdowns: as is commonly and rightly stated, “when things go bad they go
bad together.” The phenomenon of “correlation breakdowns” is treated in more detail later in this
presentation, but note that the tail dependence matrix has been one of the principal tools used in both the
literature and by practitioners to quantitatively estimate it and flag it to mitigate its effects.
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l. Review of Positive Definite Dependence Measures

Distance-based and Other New Measures:

Szekely’s distance correlation (Szekely et al., 2007) uses two matrices: the matrix of pairwise
distances between all X values in the sample, and the same matrix calculated based on all the Y values.
To the extent that these matrices vary together, Szekely’s will approach 1.0, and to the extent they do
not, it will approach zero (which does indicate independence). Its range does not indicate the sign
(positive v. negative) of the association. Notably, it can be calculated in arbitrary, and different,
dimensions: the sample from X can be drawn, say, from a 3-dimensional distribution, and that from Y can
be drawn from 6 dimensions.

First, create n x n distance matrices a and b by letting

and b, ; =

a.

.. 2 2 2
= , I,j=1,2,3,...,n where Hvector an = \/21 +zy 4tz

Next, subtract from a and b their row and column means, and add their respective matrix means, as
shown below:

l,_] l?.] 3.] l’ 3 l’] l,_] ,_] l’

Then Szekely’s distance correlation is 11):

Wy deorr= [ 35 A B, [ [0S 42> DB

i=l j=1 i=1 j=1 i=l j=1
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l. Review of Positive Definite Dependence Measures

Distance-based and Other New Measures:

Lancaster’s correlation (see Holzmann and Klar, 2024) — shares several characteristics with Szekely’s:
its values range from zero to one, a value of zero indicates independence, and it does not indicate with a
positive or negative sign whether the dependence between X and Y is positive or negative. Lancaster’s
correlation in 12) was designed not only to handle non-linear and non-monotonic dependence, but also to
improve upon, via increased robustness and generalizability and ease of computation, another
dependence measure, the maximal correlation (see Hirschfeld (1935) and Gebelein (1941)).

9

12) lan = max (‘r(f(,f)

r(£2,77)) where ¥ = 7! (£, (X)) and ¥ = @™ (F, (1))
where ris Pearson’s correlation, | | is the absolute value function, ®'is the quantile (inverse cdf)
function of the standard normal distribution, and F is the (empirical) cdf of each variable.

A second version is called linear Lancaster’s correlation:

13) lanL :max(‘r(X,Y) r()?z,fz)‘) where X:%ZZIXi and Y:%:ZIYI-

b

and )?:(X—)_()/\/Zn:()(l.—)_()z/(n—l) and Yz(Y—Y)/\/Zn:(YI.—Y)z/(n—l)
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l. Review of Positive Definite Dependence Measures

Asymmetric, Directional Measures:

Unlike the big 3, Chatterjee’s new correlation coefficient (Chatterjee, 2021) ranges from zero to one
asymptotically (it can exceed these bounds slightly under finite samples), and a value of zero does
indicate independence. Notably, this is an asymmetric dependence measure, that is, the order of X and
Y matters: & (X,Y) does not necessarily equal & (Y,X), by design. In other words, the dependence
of Y on X is not assumed to be identical to the dependence of X on Y: dependence is directional. Such
measures are not new, in recent times going back over a dozen years (see Zheng et al., 2012), but they
have direct origins in work done at the end of the 19th century (see Yule, 1897, and Allena and
McAleerb, 2018, for a thorough review of Yule, 1897).

Rank order X and Y pairs according to X values as ((X(l),Y(l)) (X(Z),Y( )) ,(X(n),Y(n))), then
14) cheorr=¢,(X,Y ) :=1 —3Z:|rl.+1 — rl.|/(n2 - 1) where . =rank of Y,

Under ties of X values, break ties uniformly at random, then

n—1

15) checorr =&, (X,Y):=1-n>|r,, —r|/(221 n—1) j where /, =#j such that ¥ , > ¥,
i=1
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l. Review of Positive Definite Dependence Measures

Asymmetric, Directional Measures:

Note that Chatterjee’s can be made symmetric by simply taking the maximum of two Chatterjee tests,
one in each direction:

16) chcorr _sym = max[fn (X.,Y).,&, (Y,X)]

Importantly, note that the all-pairwise matrix of (bivariate) Chatterjee values — and those of all directional
dependence measures — remains symmetric, that is, the value in cell i,j =&, (Xi,Xj) = the value in cell j,i
=¢£,(X,,X,). The value in cell j,i =&,(X,.X,) . In other words, the all-pairwise matrix depends on the
specific column order of the original data.
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l. Review of Positive Definite Dependence Measures

Asymmetric, Directional Measures:

Chatterjee’s breakthrough has spawned many variants, such as the “improved Chatterjee’s
correlation” derived by Xia et al. (2024), the motivation of which is to increase power by using inverse
distance weightings of all neighboring data values as opposed to just one.

S| li-

17) ichcorr = &M (X, Y ) =1- 2

n n

+1¢&y. .
2l

I#]

“Improved” Chatterjee’s also is directional, with values ranging from zero (independence) to one (perfect
dependence), and it also can be made symmetric using the maximum of two tests, one in each direction:

18) ichcorr sym = max[flM (X,Y),fIM (Y,X)}

n n
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l. Review of Positive Definite Dependence Measures

SAS/IML code (v9.4): Improved Chatterjee

*kk

Asymmetric, Directional Measures:

INPUTS: data4chat is raw input returns data, reverse is a flag to reverse column order;
*** OUTPUT ichat is the improved Chatterjee matrix;

Note that 17) typically would be coded with

start corr_ichat(data4chat,reverse);

a nested loop, but this can be avoided by
calculating the entire equation diagonally,
thus increasing speed by an order of
magnitude (where an order of magnitude is
the dimension of the matrix, p). This can
save considerable amounts of real runtime
when matrices are large(r) (e.g. p=100)
AND these matrices must be calculated
many times in many simulations (e.g. Nsim
=10,000).

DataMinelt
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dim = dimension(data4chat);
ncols=dim[1,2];
ncols_m1=ncols-1;
nrows=dim[1,1];
nrows_m1=nrows-1;
ncells=ncols**2;
ichat=J(ncols,ncols,.);
ichat[do(1,ncells,ncols+1)]=1;
if reverse=1 then data4chat=data4chat[,do(ncols,1,-1)];
if nrows>ncols then do;
do i=1 to ncols_m1;
datadchat2=data4chat[,i:ncols];
call sort(data4chat2);
do j=i+1 to ncols;
k=j-i+1;
rnks = rank(data4chat2[,k]);
cumsum=0;
cumwgts=0;
do g=1to nrows_m1;
cumsum=cumsum-+sum(abs(dif(rnks,q)/q));
cumwgts=cumwgts+(nrows-q)/q;
end;
ichat[i,j]J=1-cumsum/(cumwgts*(nrows+1)/3);
ichat[j,i]=ichat]i,j];
end;
end;
end;
else do;
print "Data provided to corr_ichat subroutine must be rull rank.";
end;
return(ichat);

finish;




l. Review of Positive Definite Dependence Measures

Asymmetric, Directional Measures:

Another Chatterjee variant is the measure of Zhang (2024a) that combines Chatterjee’s and
Spearman’s in an effort to obtain the best of both worlds: a dependence measure that has reasonable
power under cases of non-monotonic, non-linear, and/or cyclical dependence (where Spearman’s has
little to no power, especially compared to Chatterjee’s) as well as reasonable power under monotonic
dependence (where Chatterjee’s has less power than Spearman’s).

3728, (X))

This measure also ranges from zero (independence) to 1.0 (perfect dependence), and can be made
symmetric using the maximum function (see Zhang, 2024Db):

B2, (X1, 322, (7, %)

19) zcorrsp =1, (X,Y)=max {|S’”X,Y

20) zcorrsp _sym = max {|SrX7Y
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l. Review of Positive Definite Dependence Measures

Asymmetric, Directional Measures:

Another measure similar to Chatterjee’s is the Differential Distance Correlation (DDC) of Liu and
Shang (2025). DDC'’s values range from 0 (independence) to 1.0 (perfect dependence), and like

Szekely’s distance correlation, DDC can be multidimensional. But when X is univariate so that DDC can
be used in an all-pairwise matrix, it is defined as 21) below:

[Z}l S (2i-n—1)x"

n—1
21) DDC, (X |Y)=1- ! >
i=1

(n-1)

where {(X (l.),Y(Z.))} are ordered to satisfy Y(l.) <--<Y, and

i=1 (

Xy =X

i=1

X are ordered to satisfy X (S S X (n)

DDC also can be made symmetric using the maximum function (see Liu, 2025):

22) DDC,_,, (X,Y)=max| DDC, (X |Y),DDC, (Y | X)]
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l. Review of Positive Definite Dependence Measures

Asymmetric, Directional Measures:

Directional dependence measures also can be applied only to the tails of X and Y, as correlation
breakdowns often are associated specifically with (asymmetric) tail dependence: “Extensive evidence
has been gathered showcasing the prevalence of ... asymmetric tail interdependence within equity and
foreign exchange markets, particularly during times of crisis.” (Pramanik, 2024). And “We provide new
evidence that lower tail dependence coefficients increased compared to upper ones for all pairs in the
COVID-19 crash...” (Ito and Yoshiba, 2025). Below is the asymmetric tail dependence measure of
Deidda et al. (2023), which is essentially Kendall’s Tau applied conditionally, only when the percentile, q,
of X (orY) is exceeded:

23) Ty y (Q) - (2(k—2)!/k!) Z Sgn(Xi _Xj)sgn(yi _YJ')I(X"’XJ >X(”‘k))

1<i<j<n

where g =1—k/n, and k < n is the number of exceedences used in the tail, and /() is the
indicator function (one when true, zero otherwise) ensuring that only the k largest observations of X are
used.
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l. Review of Positive Definite Dependence Measures

RKHS-based Dependence Measures:

Interestingly, note that measures based on Reproducing Kernel Hilbert Spaces (RKHS), such as HSIC
(see Gretton et al., 2007), have been shown by Sejdinovic et al. (2013) to be “precisely the formal
extensions of the [Szekely’s] distance covariance, where the problem of nonintegrability of weight
functions is circumvented by using translation-variant kernels.” Additionally, all RKHS-based measures
are positive definite, by design, as they are based on the inner product, and so they are included herein.

© JD Opdyke 23 of 103
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Il. Defining the Angles Space

1. Narrow but Foundational Case: Pearson’s, Identity Matrix, Gaussian Data
2. Fully General Case: Any Positive Definite Dependence Measure, Any Values, Any Data

Using the angles space, for 1. | derive below the parametric, fully analytic result providing confidence
intervals for i) the individual cells of Pearson’s correlation matrix, and ii) for the entire matrix, that is,
simultaneous confidence intervals.

For 2., | define a sampling algorithm that provides the nonparametric estimate of the finite sample
multivariate angles distribution.

1. is presented in a fully interactive spreadsheet at hitp://www.datamineit.com/DMI_publications.htm

The solution is based on the distribution of the angles © between the (centered) pair of data
vectors. These are related to Pearson’s via cosine similarity:

inner product (X, Y) i(Xi _E(X))(Yi _E(Y)) _ Cov(X,Y)

product of norms N ||X||||Y|| - \/i(Xi —E(X))2 \/i(X,- —E(X))2

i=1

=p, with0<O0<rx

cos(é?) =

GXO-Y
i=1

GOAL: Derive the distribution of the angles (because these have desirable properties): then we can
transform to angles and back again to the correlation matrix to make inferences about the latter (because
the relationship between angles and correlations is a multivariate bijection).

We start with the matrix analogue of cosine similarity, as shown below:
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http://www.datamineit.com/DMI_publications.htm

Il. Defining the Angles Space

RELATIONSHIP between angles and correlations: Multivariate Bijection

R = p x p Pearson's matrix = BB" where B is the Cholesky factor of R

R By 1 0 0 0
n, 1 7 s ., cos(@z,l) sm(é’z,l) 0 0
By s 1 ., 005(193’1 cos(@lz)sin 0, sin(@lz)sin(@ll) 0
R=| = = ’ B= . . .
i No N Yy (:05(6’4’1 Ccos 6’4’2)s1n(<94,1 cos(6?4,3)sm(6?4 2)51n(94,1) 0
| Tpa T s 7 1 | cos(Hp’l) cos(ﬁp,z)sin(ﬁp,l) cos(é’m)sin(ﬁpl)sin(@p,l) ﬁsin(é’pk)
L k=1 |
fori> j angles 6, ; € (O,;z).
So from R = BB', for an individual pairwise correlation we have
n= cos(@iyl)cos(ﬁj,l) + i{cos(@i,k)cos(ej’k)ﬁsin(ﬁi’l)sin(ﬁj,,)} + cos(Hj,l.)ﬁsin(@J)sin(ﬁj,l) forl<i<j<nm
k=2 /=1 =1

And recursively, in the other direction, for an individual angle 6, . we have:

j-1
Fori>1: 6 ,= arcos|b,, ) forj=1; and 6, . = arcos| b, . sin( 6, forj>1
i,1 i1 i,] 1,] i,k
k=1
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Il. Defining the Angles Space

« We have a multivariate bijection here: a one-to-one, invertible, non-directional relationship
between the matrix of angles and the matrix of correlations. Transforming back and forth:

1. estimate the correlation matrix
2. obtain the Cholesky factorization of the correlation matrix
3. Use inverse trigonometric functions on 2. to obtain corresponding spherical angles

And in reverse:

3. Start with a matrix of spherical angles
2. apply trigonometric functions to obtain the Cholesky factorization
1. multiply 2. by its transpose to obtain the corresponding correlation matrix

see Rapisarda et al. (2007), Rebonato & Jaeckel (2000) and Pourahmadi & Wang (2015) (note a typo
in the formula in Pourahmadi & Wang (2015) for the first 3 steps)

* Note for later that this bijection is true generally, for any positive definite matrix, with any
values, under any data.

* Note the inverse relationship between angles and correlations: correlations decrease
monotonically in their corresponding angles, i.e. correlations increase as angles decrease to zero, and
decrease as angles increase to i (see Zhang et al. (2015) and Lu et al. (2019)). The range from 0 to
m rather than 0 to 2m is why this is the p-dimensional hyper-hemisphere rather than the hypersphere.
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Correlations to Angles Angles to Correlations
* INPUT rand_R is a valid correlation matrix; * INPUT rand_corr_angles is a valid matrix of correlation angles;
cholfact = T(root(rand_R, "NoError")); Bs=J(nrows, nrows, 0);
rand_corr_angles = J(nrows,nrows,0); do j=1 to nrows;
do j=1 to nrows; do i=j to nrows;
do i=j to nrows; if j>1 then do;
if i=j then rand_corr_angles]i,j]=.; if i>j then do;
else do; sinprod=1;
cumprod_sin = 1; do gg=1to (j-1);
if j=1 then rand_corr_anglesJi,j]J=arcos(cholfact]i,j]); sinprod = sinprod*sin(rand_corr_anglesJi,gg]);
else do; end;
do kk=1 to (j-1); BsJi,j]=cos(rand_corr_angles]i,j])*sinprod;
cumprod_sin = cumprod_sin*sin(rand_corr_angles]i,kk]); end;
end; else do;
rand_corr_angles]i,j]J=arcos(cholfact[i,j]/cumprod_sin); sinprod=1;
end; do gg=1to (i-1);
end; sinprod = sinprod*sin(rand_corr_angles]i,gg]);
end; end;
end; Bsli,j]=sinprod;
end;
* OUTPUT rand_corr_angles is the corresponding matrix of end;
angles; else do;
if i>1 then Bs]i,j]=cos(rand_corr_anglesi,j]);
else Bsli,j]=1;
end;
end;
end;
rand_R = Bs*T(Bs);
SASIIML COde (V94) * OUTPUT rand_R is the corresponding correlation matrix;
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* For completeness, we include below the definition of the Cholesky factor and corresponding formulae:

» A correlation matrix R will be real, symmetric positive-definite, so the unique matrix B that satisfies

R = BR"

where B is a lower triangular matrix (with real and positive diagonal entries), and Blisits transpose,
is the Cholesky factorization of R. Formulaically, B’s entries are as follows:

JsJ

< 1 O . .
Bj,j = (i)\/Rj,j — Zsz',k Bi,j = T(Ri’j — ;Bi’kBj’kj fori> j
k=1

+ The Cholesky factorization can be thought of as the matrix analog to the square root of a scalar.
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lll. Inference and Sampling: A Foundational Special Case

DISTRIBUTION of Angles: Pearson’s Under the Gaussian Identity Matrix

 The Cholesky factorization of a correlation (positive definite) matrix has rows whose squares sum to
1.0, so it is commonly used as a convenient way to ensure that samples remain on the unit hyper-
(hemi)sphere. This automatically enforces positive definiteness.

* Pourahmadhi & Wang (2015) and others show that the uniform distribution of positive definite
matrices on the p-dimensional hemisphere is proportional to the determinant of the Jacobian, which is
defined in terms of the Cholesky factorization as shown below (see also Cordoba et al., 2018)

p—1
det[J (U )} =2" Hul’l where U is the Cholesky factorization of correlation matrix R = UU"
i=1

* Pourahmadi & Wang (2015) and others (Makalic and Schmidt, 2018) recognized that under the
Gaussian identity matrix, sampling polar/spherical angles based on pdf

[(k/2+1)
JrT(k/2+1/2)

satisfies this constraint. Although not mentioned in Makalic and Schmidt (2018), importantly note that
k = #columns — column# (so for the first column of a p=10x10 matrix, k=9; for the second column, k=8,
etc.).

Sx (X;k) =Cy -sin” (x), X e (0,7Z), k = 1,2,3,...,(#columns—l), and ¢, =

* Note that the angles distributions are a function of the column number of the matrix (even
though the distributions of the correlations themselves are not).

DataMinelt © JD Opdyke 29 of 103




lll. Inference and Sampling: A Foundational Special Case

+ For sampling from parametric distributions, ideally the CDF can be inverted analytically, and then
inverse transform sampling can be used. But here, Makalic and Schmidt (2018) state:

“Generating random numbers from this distribution is not straightforward as the corresponding
cumulative density [sic] function, although available in closed form, is defined recursively and requires
O(Kk) operations to evaluate. The nature of the cumulative density [sic] function makes any procedure
based on inverse transform sampling computationally inefficient, especially for large k.”

« This turns out not to be the case, as Opdyke (2020, 2022, 2023) derived the analytical CDF of this
distribution as shown below:
T(k/2+1)

fX(x;k)=Ck-Sin ( ) ( ) k = 2,3...#columns—1,andck=\/;F(k/2+1/2)
1-k

FX(x;k)~%—ck.cos( ), F, %T% cos’ (x) forx<%,
1 (1 1-k 3 i
~5+ck-cos(x)-2F1 5 T > ;cos” (x) forx>2

- a
where the Gaussian hypergeometric* function , F; [a,b;c; r] = Z(”—) P—
c

<1, c#0,-1,-2,...

where (h) =h(h+1)(h+2)-(h+n—-1), n=1, (), =1,

* Note that the (Gaussian) hypergeometric function is not uncommon in this setting, making an appearance in derivations of the distribution
of individual correlations (see Muirhead, 1982, and Taraldsen, 2021), moments of the spectral distribution under some conditions (see
Adams et al. 2018, and htips:/reference.wolfram.com/language/ref/MarchenkoPasturDistribution.html), and the definition of positive definite

functions (Franca & Menegatto, 2022).
D Opdyk f1
DataMinelt © JD Opdyke 30 of 103



https://reference.wolfram.com/language/ref/MarchenkoPasturDistribution.html

lll. Inference and Sampling: A Foundational Special Case

* However, the hypergeometric function admittedly is unwieldy to use. But this result can be simplified
further using two established (if not obscure) identities.

For ¢ =a+1 and 0 < r <1 simultaneously, which holds in this setting, we have ,F, [a,b;¢;r]| = B(r;a,1-b) (a/r“)

where B(r;a,b) = Iu”‘l (1- u)b_1 du = the incomplete beta function
0

In addition, we have

F, (r;a,b)=B(r;a,b)/B(a,b) where B(a,b)= M = the complete beta function, so
Beta

I'(a+b)
B(r;a,b)=F,, (r;a,b)-B(a,b)
« Taken together we have:
1 1+k

| e TGS o (o) for e < 7
FX(x;k)~5—ck-cos(x)-FBem[cosz(x);E, 5 } 1—(2"']‘) ([1/2]/ cos (x)) forx<5,

2
1 I 1+k F@F(l;k) 7
FX(x;k)~§+ck-cos(x)-FBem[cosz(x);—, 5 } r(2+k) .([1/2]/«/cosz(x)) forxzz

2

DataMinelt © JD Opdyke 31 of 103



lll. Inference and Sampling: A Foundational Special Case

* Recognizing that the complete Beta function is the inverse of the normalization factor of c(k) for these
values, their product equals 1 and cancels, as do the two cosine terms, and we have:

2

~l+(lj-FBem cosz(x);l,ﬂ} for x > =
] 2" 2 2

F(x;k)~ %—(l).FBem cos’ (x);%,%} for x < %,

2 \2

« This is a signed Beta distribution. The CDF of the well-known Beta distribution is so straightforward
that it readily can be used in a spreadsheet (a link to one is provided below). And now, we can even
obtain an analytic* quantile function of the angle distribution:

* Note that | use the term ‘analytic’ as opposed to ‘closed-form’ because | am unaware of a closed-form algorithm for the inverse
cdf of the beta distribution (see Sharma and Chakrabarty, 2017, and Askitis, 2017). However, for all practical purposes this is
essentially a semantic distinction since this quantile function is hard-coded into all major statistical / econometric / mathematical
programming languages.
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Let p=Pr(x>X). Then forx<§,

We must reflect the symmetric angle density for p=0.5,
1+ kj s so we have
= cos” (x)

1 1 1+k x:arcos(\/FBelm (1—2]9;%,%)} for p <0.5,
Fy.., (1—2p;—,—) = cos(x)
22
arcos(\/FBelm (1—2p;%,%)}:x =7z—arc0s(\/FB'elm > )J forp>0.5

Note that arcos is arc-cosine, the inverse of
the cosine function.

7 N\
[U—
|
[\®)
| p—|
U
|
N
| —
| —
ur—n
‘+
=~
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lll. Inference and Sampling: A Foundational Special Case

 So now we have for the angles distribution, under the Gaussian identity matrix, for the first time
together, the pdf, cdf, and (analytic) quantile function:

[(k/2+1)
JrT(k/2+1/2)

Ix (x;k) = c, -sin” (x), X € (0,7T), k=12,3... #columns—1, and ¢, =

1 (1

Fy(xk)~= —(—j-FBem cos’ (x);l,—} for x < =,
2 \2 2 2 2 Importantly, although
1 1+
2

often ignored in the

~ l + (lj F, cos> (x); ,M} for x > z sampling literature,
2 \2 i 2 2 note that properly
adjusting for sample
1 » 1 1+k size, n, and degrees
F™'(p;k)=arcos| | Fy, (1 ~ ZP;E’TJ for u <0.5; of freedom gives

k< k+n—tcols—2

= g —arcos|  |F 1—2[1—19];1,ﬂ for p > 0.5 SO
- 22 k=n—col# —2

« Apparently the first (and only other) presentation of this quantile function result comes from an
anonymous blog post in March, 2018, although it was obtained via a different derivation, which serves
to further validate the result.

* See Xi'an, March, 2018 (https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-
dime/331850#331850 and https://xianblog.wordpress.com/2018/03/08/uniform-on-the-sphere-or-not/).

In the interest of proper attribution, a reference on the website to the book “The Bayesian Choice” hints that the Xi’an pseudonym is Christian Robert,a .
professor of Statistics at Université Paris Dauphine (PSL), Paris, France, since 2000 (https://stats.stackexchange.com/users/7224/xian). “

DataMinelt © JD Opdyke 34 of 103



https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://stats.stackexchange.com/questions/331253/draw-n-dimensional-uniform-sample-from-a-unit-n-1-sphere-defined-by-n-1-dime/331850#331850
https://xianblog.wordpress.com/2018/03/08/uniform-on-the-sphere-or-not/
https://xianblog.wordpress.com/2018/03/08/uniform-on-the-sphere-or-not/
https://xianblog.wordpress.com/2018/03/08/uniform-on-the-sphere-or-not/
https://xianblog.wordpress.com/2018/03/08/uniform-on-the-sphere-or-not/
https://xianblog.wordpress.com/2018/03/08/uniform-on-the-sphere-or-not/
https://xianblog.wordpress.com/2018/03/08/uniform-on-the-sphere-or-not/
https://xianblog.wordpress.com/2018/03/08/uniform-on-the-sphere-or-not/
https://xianblog.wordpress.com/2018/03/08/uniform-on-the-sphere-or-not/
https://xianblog.wordpress.com/2018/03/08/uniform-on-the-sphere-or-not/
https://xianblog.wordpress.com/2018/03/08/uniform-on-the-sphere-or-not/
https://xianblog.wordpress.com/2018/03/08/uniform-on-the-sphere-or-not/
https://stats.stackexchange.com/users/7224/xian

lll. Inference and Sampling: A Foundational Special Case

DataMinelt © JD Opdyke 35 of 103

Note that contrary to the claims of Makalic and Schmidt (2018), F (P;k) now can be used for
inverse transform sampling: we simply use random uniform variables with support [0,1] in every cell’s
F~'(p;k) to obtain a matrix of angles which is then converted to a correlation matrix.

Note that issues regarding sampling efficiency are central for other algorithms of this case (see
Lewandowski et al., 2009, Kurowicka, 2014, Cordoba et al., 2018, and Wang et al., 2018 for some
examples; note that Makalic and Schmidt, 2018, use an envelope rejection sampling algorithm).

However, those issues now disappear for this method (Opdyke, 2020, 2022, 2024) because its
reliance on the Cholesky factor always places it on the unit hyper-hemisphere, where positive
definiteness automatically is enforced.

To use the nailve approach as an extreme example, merely perturbing non-diagonal correlation values
uniformly, between —1 and 1, will generate mostly non-positive definite matrices. Bohn & Hornik
(2014) and Pourahmadi & Wang (2015) show that the ratio of valid correlation matrices to all matrices
generated this way that LOOK like correlation matrices is

H{fr(f”ﬂ <H{ } {ﬁ}p(pl)/z

Pr(rand"R" ~ PosDef )= X = - 1 5
27!

lim [X] 0

p—>®

For even relatively small matrices of dimension p=25, the odds of successfully randomly
generating a single valid positive definite correlation matrix are less than 2 in ten quadrillion.
Hence, even if some sampling algorithms achieve some efficiency gains, the more appropriate
approach is to only sample from a positive definite space to begin with.




lll. Inference and Sampling: A Foundational Special Case

« In addition to its straightforward and convenience use of inverse transform sampling, this approach
(Opdyke, 2020, 2022, 2024) also appears to be fastest (a crown previously held by Makalic and
Schmidt, 2018). Rubsamen (2023) compares Makalic and Schmidt’s (2018) envelope rejection
sampling method to the one derived herein: the latter provides a 30% runtime speedup.

« HOWEVER, sampling in almost all cases is no longer necessary, because Opdyke (2020, 2022,
2024) provides exact, finite-sample confidence intervals, both for individual cells of the correlation
matrix, and the entire matrix (via simultaneous confidence intervals). How?...

« Because the angles distributions are multivariate independent (see see Rapisarda et al., 2007;
Tsay and Pourahmadi, 2017; Pourahmadi & Wang, 2015; Zhang et al., 2015; and Ghosh et al., 2021),
the CDF of the entire angles matrix is simply the product of the CDFs of all the cells; the bijection
between the angles matrix and the correlation matrix then provides the CDF of the correlation
matrix, which is identical to that of the angles matrix:

F, (6?l.> j) = HF@ } (al., j) where a; ; is the observed angle value

i>j

Fi s (Ro;) =Pr(R,, <17, ) = Pr(g(¢9i>j) = ’?>j) — Pr(@w <g”(n, )) =k, (g_l () )) =117, (a,)

P>
where g( ) andg™'( ) are defined as above:
R=g(0)=BB
-1
0., =g’ (Rl.>j) = forj=1, 6, = arcos(bm); forj>16 = arcos(bi,j/Hsin(Q.’k )j
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« The multivariate bijection does not directly provide the cdf’s of the individual correlation matrix cells
(the determinant of the Jacobian is required for this), but for this special case, we still are able to
obtain not only the confidence intervals for each cell, but also the (simultaneous) confidence intervals
for the entire matrix.

» Because individual correlation distributions are invariant to row/column ordering (see Pourahmadi and
Wang, 2025; Lewandowski et al., 2009), and the null is the same for every cell, the correlation values
in the upper/lower bound matrix must all have the same value.

« This means that all we have to do is obtain the first angle in cell 2,1, and the cosine of this angle will
give the correlation value that must populate the rest of each of the two matrices. For this cell, angle
cdf = correlation cdf, for this column/row only, because of pairwise cosine similarity.

« Consequently, the cdf values used to obtain the angle in cell 2,1 are simply a/2 and (1- a/2) if we are
obtaining the confidence intervals of the correlation cells individually, and 1- (1 a/2)( 7 and
(1 — a/2)( Y9) where g = p(1-p)/2 cells in the matrix, if we are obtaining the confidence interval of the
entire matrlx The latter result is due to the fact that the angles are multivariate independent, so the
cdf is just the product of the cdf’s (level’s) of all the cells (this is just “simultaneous confidence
intervals” under independence).
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Select Summarized Results
(dimension=5x5, n=252)
Simultaneous

All Individual Cell Equicorrelation (Matrix-Level) Equicorrelation
Confidence Intervals Matrices Confidence Interval Matrices

o o/2 1-a/2 Lower Upper o o/2 1-a/2 Lower Upper
0.20 0.100 0.900 -0.0810 0.0810 0.20 0.100 0.900 -0.1454 0.1454
0.10 0.050 0.950 -0.1039 0.1039 0.10 0.050 0.950 -0.1615 0.1615
0.05 0.025 0.975 -0.1236 0.1236 0.05 0.025 0.975 -0.1761 0.1761
0.01 0.005 0.995 -0.1620 0.1620 0.01 0.005 0.995 -0.2060 0.2060
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« Of course, there are infinite combinations of individual cell cdf’s that yield this matrix-level cdf, but only
this one provides the confidence intervals for the individual cells and the entire matrix simultaneously.

* Both confidence intervals — those of the individual cells and those of the entire matrix — are calculated
automatically the interactive excel workbook, where the user can specify sample sizes and a, found at
http://www.datamineit.com/DMI publications.htm

« Both sets of confidence intervals are validated via straightforward simulations of independent
Gaussian™ multivariate distributions.

 These are the first analytically defined results for the FINITE SAMPLE quantiles / confidence
intervals of Pearson’s correlation matrix under the null of the Gaussian* identity matrix.

« Although not necessary, note in the workbook that the single value for each equicorrelation matrix is
validated by pushing the math (angles-to-cdfs, and vice versa) through the entire matrix.

* Note also that the confidence intervals remain subject to the usual mathematical constraints of
equicorrelation matrices (e.g. [-1/(p-1)] < r < 1.0 where p is the dimension of the matrix). If this is
violated for a given a, larger sample sizes are needed to shrink variance to satisfy this constraint.

« *Finally, note that this result is valid beyond the Gaussian, for some additional distributions: for
example, the multivariate uniform.

+ We now define the angles distribution for the general case, beyond the (Gaussian) identity matrix, and
beyond Pearson’s.

DataMinelt © JD Opdyke 39 of 103


http://www.datamineit.com/DMI_publications.htm

IV. Inference and Sampling: The General Case

1. Narrow but Foundational Case: Pearson’s, ldentity Matrix, Gaussian Data
2. Fully General Case: Any Positive Definite Dependence Measure, Any Values, Any Data

« As mentioned above, the multivariate bijection between angles and dependence measure values
holds not only for Pearson’s, but also for ALL positive definite dependence measures.

* And the multivariate angles distribution remains one characterized by multivariate independence.
« This makes the angles space very useful for inference and sampling.

« We just need to define the angles distribution for the general case.

« The extant literature does not provide an analytic solution here.

» Note that spectral distributions* deviate (dramatically) from Marchenko-Pastur when subjected to
heavy-tailed data (see Burda et al., 2004, Burda et al., 2006, Akemann et al., 2009; Abul-Magd et al.,
2009, Bouchaud & Potters, 2015, Martin & Mahoney, 2018; Heiny and Yao, 2022, and Opdyke, 2022)
and/or serial correlation (see Burda et al., 2004, 2011, Hisakado and Kaneko, 2023, and Opdyke,
2022). If the analytic solution for angles distributions under general conditions is of similar complexity,
it appears to be a non-trivial problem.

 However, this need not be a show-stopper, as we can estimate the angles distributions non-
parametrically, using kernels.

* Note that spectral distributions are at the wrong level of aggregation here: one eigenvalue/vector for each of p distributions/variables (say,
p=100) is not nearly granular enough for analysis of the p(p-1)/2 (= 4,950) cells.
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IV. Inference and Sampling: The General Case

2. Fully General Case: Any Positive Definite Dependence Measure, Any Values, Any Data

5 Steps for Obtaining Angles Distributions

S1.
S2.
S3.

S4.
S5.
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Simulate N samples (N=10,000 typically is sufficient) based on the dependence measure matrix and
the data generating mechanism (each can be either specified/known, or well estimated).

Calculate the corresponding N all-pairwise dependence matrices, and their Cholesky factorizations,
and transform each of these factorizations into a lower triangle matrix of angles.

Fit a kernel density to each cell of the matrix of angles based on the N values obtained from the N
samples in S2.

Generate N samples based on the kernel densities in S3.

Convert each of the N samples from S4. back to a re-parameterized Cholesky factorization, and
then multiply it by its transpose to obtain a set of N validly sampled dependence matrices.

Positive definiteness is enforced automatically as the Cholesky factor places us on the unit hyper-
hemisphere. All sample generation of the angles matrix hereafter uses just S4., and S5. if
samples of the dependence measure itself are needed.




IV. Inference and Sampling: The General Case

2. Fully General Case: Any Positive Definite Dependence Measure, Any Values, Any Data

+ Comparing the dependence measure matrices generated in Steps S4. and S5. to those generated in
Steps S1. and S2. validate the approach, demonstrating that the angles contain all extant
information regarding dependence structure (see Fernandez-Duren & Gregorio-Dominguez,
2023, and Zhang & Yang, 2023, as well as Opdyke, 2022).

« For mid- to large-sized portfolios/matrices (e.g. p=100+), this comparison also is important for
calibrating the bandwidth of the kernels fitted in Step S3., as described below.

« But going forward, we are staying within the angles space, and conducting inference within the
angles space, and so do not need to use the results from Step S5.

The only difference in the angles distributions now with this general case is that they are defined
non-parametrically, rather than parametrically.

Also, the angles distributions are no longer necessarily symmetric, which affects the calculation
of two-sided p-values, both for individual angles and for the entire angles matrix, although this
remains straightforward as shown below.
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2. Fully General Case: Any Positive Definite Dependence Measure, Any Values, Any Data

Nonparametric Kernel Estimation (S3.) and Sampling (S4. and S5.)

«  Due to the bounded nature of the angles distributions on ¢ € (0,7?), the nonparametric kernel must be
appropriately reflected at the boundary (see Silverman, 1986) via:

if @ <0 then 6 «— —6;if 6> 7 then 6 « (27— 0)

* As per the standard implementation, the kernel itself is defined as
1 & 1 &
()= 2K (0-8) =53 K, ([0-01/)

Gaussian: K(é’) = (l/ﬁ) e 0P Epanechnikov: K(é’) = (3/4) : (1 A ),

6| <1

* | have tested both the Gaussian and the Epanechnikov kernels extensively in this setting, along with
three different bandwidth estimators, h, from Silverman (1986) and one from Hansen (2014),

respectively: 3 =1.06-6-N/° h=0.79-1QR-N"* h=0.9- min(IQR/l.34,6') N7V
h=2.34-6-N"" (Epanechnikov only)

* Asis most settings, the kernel matters much less than the bandwidth, although after extenswe usage
and testing the best combination here appearsto be 47 =0.9- mm(IQR/l 34 0') N7V
used with the Epanechnikov kernel. Note that the Epanechnikov kernel is used in very closely related
problems in this setting (see Burda and Jarosz, 2022).
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2. Fully General Case: Any Positive Definite Dependence Measure, Any Values, Any Data

Nonparametric Kernel Estimation (S3.) and Sampling (S4. and S5.)

« Bandwidth Calibration: For larger matrices (e.g. p=100+), bandwidths need to be tightened by
multiplying h by a factor of 0.15. When there are many cells (e.g. for p=100, #cells=p(p-1)/2=4,950)
this tightening avoids a slight cumulative drift in metrics that are aggregated across all the cells (e.g.
correlation matrix norms, VaR-based Portfolio Economic Capital, spectral distributions, and LNP (a
type of ‘generalized entropy’ defined in a later section below)).

«  Multiplying by this factor for smaller matrices does not adversely affect the density estimation in any
way, so this factor always is used.
« For matrices much larger than p=100, a further tightening of this factor may be required, and this is

readily determined by empirically comparing the distributions of these aggregated metrics under
direct data simulation (Steps S1. and S2.) vs. kernel-based sampling (Steps S4. and S5.).

* Note that this calibration only is a function of the sometimes very large number of cells whose angles
distributions need to be estimated: it is unnecessary for small portfolios/matrices.

* Note that algorithms for sample generation based on these commonly used kernels (e.g. the
Gaussian and Epanechnikov) are widely known. An example of the latter is simply the median of
three uniform random variates (see Qin and Wei-Min, 2024).
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2. Fully General Case: Any Positive Definite Dependence Measure, Any Values, Any Data

Nonparametric Kernel Estimation (S3.) and Sampling (S4. and S5.)

« Empirical Example: The angles and spectral graphs below are generated from the multivariate
returns distribution of the portfolio based on the t-copula of Church (2012),* with p=5 assets,
varying degrees of heavy-tailedness (df=3, 4, 5, 6, 7), skewness (asymmetry parameter=1, 0.6, O,
-0.6, -1), non-stationarity (standard deviation=30, 0/3, and o, each with n/3 observations), and
serial correlation (AR1=-0.25, 0, 0.25, 0.50, 0.75), with a block correlation structure shown below,
and n=126 observations for a half year of daily returns.

» The spectral distribution is compared against Marchenko-Pastur as a referential baseline that
assumes independence (and identically distributed asset returns with finite variances). Angles
distributions also are compared against those from the Gaussian identity matrix.

1 -03 -03 0.2 0.2
-0.3 1 -03 0.2 0.2
-03 -03 1 0.2 0.2

02 02 02 1 0.7
02 02 02 07 1

* Note that this is only approximately Church’s (2012) copula, which incorporates varying degrees of freedom (heavy-tailedness) and
asymmetry, because | also impose ex post serial correlation and non-stationarity on the data (and subsequently rescale the marginal densities).

DataMinelt © JD Opdyke 45 of 103
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Graph 1a: Spectral Distribution Based on i. Angles Kernel (S4) vs. ii. Direct Data Simulations (S2) vs. Marchenko Pastur

Eigenvalue Distributions -- DGM vs. Angles (epan-SILVR09-15): DGM=MVTVNS, Mat=5x5, #0bs=126, #Sims = 10000

Density

Distribution of Eigenvalues

| e Angles Perturbation ==mm=m= Data Generated ==mmsmm Marchenko-Pastur |

DataMinelt © JD Opdyke 46 of 103




IV. Inference and Sampling: The General Case

Graphs 1-10:

Angles Distributions Based on i. Angles Kernel (S4) vs. ii. Direct Data Simulations (S2) vs. iii. Gaussian Identity Matrix
Emp Angles Dists v Sin{x)*k(k=1)[row=5, Angle#=1]: DGM=MVTVNS (epan-SILVR0S-15), Mat=5x5, #0bs=126, #Sims = 10000

Emp Angles Dists v Sin(x)*k(k=2)[row=4, Angle#=2]: DGM=MVTVNS (epan-SILVR09-15), Mat=5x5, #0bs=126, #Sims = 10000
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Graphs 1-10:
Angles Distributions Based on i. Angles Kernel (S4) vs. ii. Direct Data Simulations (S2) vs. iii. Gaussian Identity Matrix

Emp Angles Dists v Sin(x)*k(k=4)[row=2, Angle#=7]: DGM=MVTVNS (epan-SILVR09-15), Mat=5x5, #0bs=126, #5ims = 10000 Emp Angles Dists v Sin(x)*k(k=4)[row=3, Angle#=8]: DGM=MVTVNS (epan-SILVR09-15), Mat=5x5, #0bs=126, #Sims = 10000
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IV. Inference and Sampling: The General Case

2. Fully General Case: Any Positive Definite Dependence Measure, Any Values, Any Data

Nonparametric Kernel Estimation (S3.) and Sampling (S4. and S5.)

* Note that the spectral and angles distributions based on S3.-S5. are essentially identical to those
based on S1.-S2., thus empirically validating the angles sampling approach.

« Additional aggregated results not presented here (e.g. multivariate VaR-based capital estimation,
various norms, and ‘generalized entropy’ described later below) based on S1.-S2. vs S3.-S5. also are
essentially identical, providing further empirical validation.

« Importantly, these results also validate that the angles contain all extant information regarding
dependence structure (see Fernandez-Duren & Gregorio-Dominguez, 2023, and Zhang & Yang,
2023, as well as Opdyke, 2022).
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2. Fully General Case: Any Positive Definite Dependence Measure, Any Values, Any Data

Nonparametric Kernel Estimation (S3.) and Sampling (S4. and S5.)

» Also note that a nonparametric (kernel) approach works in practice here at least in part because the
angles distributions are ‘well behaved’: they are relatively smooth, typically if not always unimodal,
and well bounded, so N=10,000 simulations typically suffices to provide a precise and accurate
measure of their distributions. This is in contrast to spectral distributions, which are spikey, multi-
modal, and essentially unbounded for all empirical, practical purposes. These characteristics could
require numbers of simulations orders of magnitude larger, which could be computationally
prohibitive in larger dimensions (e.g. p=100 with p(p-1)/2=4,950 pairwise associations/cells).

« Also note that on a cell-by-cell basis, the angles distributions deviate materially from each other.
There simply is no way that one spectral distribution for a matrix, or even p distributions for each
eigenvalue individually, will be able to capture and reflect all the richness of dependence structure
reflected here at the granular level of all the p(p-1)/2 pairwise cells. Eigen decomposition is simply
at the wrong level of aggregation to effectively address this more granular, cell-level
challenge, for any real-world purpose in this setting, such as cell-level attribution analyses, granular
scenario and reverse scenario analyses, cell-level intervention ‘what if’ analyses, or customized
stress testing, let alone precise and accurate inference.

« Continued reliance on spectral approaches for this problem brings to mind a quotation attributed to
John M. Keynes: “the difficulty lies not so much in developing new ideas as in escaping from old
ones.”
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IV. Inference and Sampling: The General Case

2. Fully General Case: Any Positive Definite Dependence Measure, Any Values, Any Data

Nonparametric Kernel Estimation (S3.) and Sampling (S4. and S5.)

+ Going forward below, we conduct inference within the angles space.

« As the angles distributions are no longer necessarily symmetric, care is required when calculating
two-sided p-values; however, the calculation remains straightforward (note that all one-sided p-
values and confidence intervals automatically take asymmetry into account).

* As before, we are simply using the cdf, and one minus the cdf, to identify both tails.
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IV. Inference and Sampling: The General Case

2. Fully General Case: Any Positive Definite Dependence Measure, Any Values, Any Data

Nonparametric Kernel Estimation (S3.) and Sampling (S4. and S5.)

* For a single angle,
two-sided p-value = max[0, Mcdf — d] + max[0, 1 — (Mcdf + d)], where
d = abs(Mcdf — cdf), Mcdf = mean angle cdf, cdf = cdf of specified angle

* Here the mean angle cdf (Mcdf) is obtained by i. calculating the mean correlation (dependence
measure) matrix across all the simulations; ii. converting it to an angles matrix; iii. determining its
cdf’'s by comparing it to the empirical angles distributions from the simulations.

* So we are only integrating the area in the tails beyond the distance between the specified cell’'s CDF
value and the Mcdf, which under asymmetry is different in each tail.

« If asymmetry is notable, this can sometimes include only one tail, as shown in the graphs below.

* Nevertheless, the p-values in both the one- and two-tailed cases remain ‘two-sided’ p-values in the
statistical sense.
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2. Fully General Case: Any Positive Definite Dependence Measure, Any Values, Any Data

Nonparametric Kernel Estimation (S3.) and Sampling (S4. and S5.)

Graph 11: p-value for a specified angle with a more extreme cdf Graph 12: p-value for a specified angle with a less extreme cdf
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* Note that while cdf=0.1 is hardly more ‘extreme’ than cdf=0.85 in absolute terms, relative to the mean
angle cdf=0.6, it is twice as ‘extreme,’ i.e. twice as far from the mean cdf=0.6 with a distance of 0.5
for Graph 11, but a distance of only 0.25 for Graph 12.

*  Moreover, the tail probability of Graph 11 (0.1) is only 1/5 that of Graph 12 (0.5) (compare the red
shaded areas).

« This example demonstrates why asymmetry must be properly taken into account in this setting, but
the two-sided p-value still remains a very straightforward calculation, and the “mean angles” matrix is
used for additional, important purposes related to scenario restrictions, as shown below.
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2. Fully General Case: Any Positive Definite Dependence Measure, Any Values, Any Data

Nonparametric Kernel Estimation (S3.) and Sampling (S4. and S5.)

» Because the angles are multivariate independent, the one-sided p-values of the entire angles matrix

are given by:
matrix-level (lower) one-sided p — value =1— Pr( he O) 1- Pr( a. ;2 > 7/ 2) H([ ( A; i Medr+d )})
i>]
matrix-level (upper) one-sided p —value =1— Pr( O) r(ai> ;< 7/ 2) =1- HFI., ; (al., J Meds— d)

i>j

« Similarly, the two-sided p-value for the entire angles matrix is one minus the product of all these
‘body,” non-tail probabilities, one for each angle, just as the cdf of the dependence measure matrix is
the product of all the cdf’s, one for each angle, because the angles are multivariate independent.

matrix-level two-sided p — value =1- Pr( . O) =1- Pr( =7/ 2) =

=TTt (o) (1 (o))

i>]
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2. Fully General Case: Any Positive Definite Dependence Measure, Any Values, Any Data

Nonparametric Kernel Estimation (S3.) and Sampling (S4. and S5.)

« EMPIRICAL RUNTIMES: Angle-based sampling is relatively computationally intensive, but not
prohibitively so. On a commodity laptop purchased in 2024, with RAM=32GB but with no multi-
threading, the code processes a 100x100 matrix, with N samples = 10,000 of n = 126 observations
each, in about 87 minutes. However, in a multithreaded environment, let alone one with more
memory, the angles approach could be applied on similarly non-small matrices much more quickly.

* However, once samples are generated in steps S4. and S5., obtaining correlation matrices for
specified cdf's, or obtaining cdf’s for specified correlation matrices, or obtaining any related p-values
and confidence intervals, is extremely fast, requiring only seconds.

* Applying inverse transform sampling using the analytic quantile function derived herein for the
specific case of the Gaussian identity matrix, for a 100x100 matrix, with N samples = 10,000 of n =
126 observations each, takes just over 15 minutes to run on the same laptop.

When Rubsamen (2023) benchmarked this sampling under the gaussian identity matrix against that
of Makalic & Schmidt (2018), he obtained up to a 30% reduction in runtime for the angles sampling
derived herein.

« But of course, angles-based inference renders sampling unnecessary under these conditions
because it provides the fully analytic solution, as shown above in the fully interactive excel workbook
found at http://www.datamineit.com/DMI_publications.htm
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IV. Inference and Sampling: The General Case

2. Fully General Case: Any Positive Definite Dependence Measure, Any Values, Any Data

« ESTIMATOR AGNOSTIC: Oftentimes the distributions of specific estimators of dependence
measures rely on assumptions or conditions that prohibit ceteris paribus comparisons of the
estimators’ power, accuracy, robustness, and efficiency. The same is true for the dependence
measures themselves, when estimated by the same estimator — the derivations of their distributions
rely on different sets of assumptions and conditions, so the methodology acts as a confounder to
such all-else-equal comparisons.

« Anon-trivially important benefit of the angles-based approach is that it remains estimator agnostic:
because its only requirement is positive definiteness of the dependence measure, the angles
distribution is a common platform wherein such truly all-else-equal comparisons can be performed.

« This is true both when comparing different estimators of the same dependence measure, and when
using the same estimator to compare different dependence measures. The power, accuracy,
robustness, and efficiency of inferences made based on the angles distribution can be compared,
ceteris paribus, under controlled data conditions, with no confounding by methodology-based
assumptions or conditions about the distributions of the estimators/measures themselves.

« The ability to perform either type of ceteris paribus comparison arguably is the exception
rather than the rule in the relevant literature on dependence structures: the angles-based
approach can in many cases allow the applied researcher to perform both. Such ceteris
paribus comparisons can be performed in the example shown below, where angles-based inference
is used for causal discovery.
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« The utility of the angles space in analyzing dependence structure indicates a strong potential for its
effective application in a very closely related area: causal model frameworks.

« Association-based methods and causal frameworks are not separate modes of inquiry,
somehow at odds with each other, which has made for a convenient but false narrative for some
promotional claims (see Domiguez Rodriguez, 2025b, for an analytically rigorous and useful exposé
of this): rather, they often are highly complementary approaches, representing continuous,
non-exclusionary improvements in the applied research canon.

« The facially true, but tired and overly simplistic mantra that “correlation is not causation” unfortunately
often is used as a strawman that can do more harm than good for the advancement of causal
modeling, because it excludes from consideration some of the most promising approaches for its
future development!

* As shown herein, some of the best causal frameworks make direct and ingenious use of
association-based dependence measures, and this section has been developed with the aim of
placing the angles-based approach among these.
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* For one example, consider the innovative work of Rodriguez Dominguez (2023, 2025a) in which
each portfolio is associated with a common causal manifold, enabling future asset trajectories to be
projected into its tangent space. Underlying an important component of this approach, notably, is the
trusty, association-based covariance matrix.

« Similarly, see the causal model of Cai et al. (2025), as they utilize the Cholesky factorization of
the covariance matrix as the foundation of their causal algorithm (this use of the Cholesky factor
actually is not uncommon; see Li et al., 2025, for another example).

« Additionally, Pascual-Marqui et al. (2024) ingeniously combine Chatterjee’s and Szekely’s
(association-based dependence) measures (shown above) to effectively perform directional, causal
regressions.

« Causal modeling is not new, going back at least to Wright (1921), and as we have seen above,
neither are directional measures of association: in recent times these go back over a dozen years
(see Zheng et al., 2012, JASA) but have direct foundations in papers from the nineteenth century
(see Yule, 1897, as well as Allena and McAleerb, 2018, for a thorough analysis of Yule, 1897)! The
use of association-based dependence measures within causal model frameworks has made
notable inroads recently (see Pascual-Marqui et al., 2024; Blombaum et al., 2019; and MacKinnon
& Lamp, 2022), and serves to validate the angles-based approach to DAG recovery described
below.
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« So given that association-based models of statistical inference often are foundational to some
of the most effective causal frameworks, | develop below a method using the angles distributions
of directional dependence measures as a DAG recovery mechanism.

+ Take, for example, Chatterjee’s improved correlation (“ICH”) coefficient (see Xia et al., 2024), which
can be used twice, once with the data variables in one column order, and again with the data
variables in the reverse column order. So if we have a treatment variable (X) and dependent variable
(Y) and relevant covariates (V1, V2, V3), we column-sort the data in one order (e.g. say, an ordering
of X, V1, V2, V3, Y), and then column-sort the data in the reverse order (Y, V3, V2, V1, X), and apply
ICH to each ordering; the two resulting ICH matrices will together capture all potential associations,
in both directions, of all the variables (factors).

+ All the cells of these two estimated dependence matrices will fully map to the relevant variable
categories that make up a DAG (e.g. the confounders, colliders, mediators, independent variables,
causes of X, consequences of X, causes of Y, and consequences of Y).

* For example, for a particular pair of factors, X and Y (i.e. the X-Y cell of the matrix), two findings from
this approach — one of a statistically significant, directional effect of X on Y (X—Y), but NO
statistically significant, directional effect of Y on X (Y—X) — provide strong evidence of the directional,
causal effect of X on Y (X—Y); the assumptions and definitions provided in the Appendix below
subsequently allow for a fully causal interpretation, but | present the rationale for this approach here
as follows.
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- RATIONALE: Consider a parent—child pair X—Y with Y = (X, U, ), U, L X , and NOT Y—X.
Under additive-noise mechanisms, independence between X and U, implies that the conditional
variability of Y given X is dominated by U, , whereas the inverse mapping X = g(Y)+g generally
violates independence (i.e. Y and the induced noise are statistically dependent). Independence
between the cause and its exogenous noise term is the identifying restriction that generates
directional asymmetry: only the true causal direction preserves independence, while the inverse
mapping generally will violate it. This violation is precisely what directional measures exploit
when evaluating the two possible directions of a pairwise relationship. In other words, because
the one direction preserves independence between the input and the associated exogenous noise,
while the reverse generally does not, the dual-order calculations allow the expected asymmetry to
manifest directly in the empirical directional measures. So we therefore have that directional
functionals M that reward predictability under independent noise yield E[M(X - Y)]>E[M(Y—>X)].

 Now for linear-Gaussian cases, this asymmetry collapses asymptotically as both directions
are equivalent. But for nonlinear and/or non-Gaussian and/or heteroskedastic mechanisms,
the asymmetry is restored. And the angles approach leverages this by: (i) computing M in both
directions (via dual orderings), (ii) performing joint finite-sample statistical tests in angle space under
positive definite constraints, and (iii) calling an edge only when one direction is statistically significant
and the other direction is not.

* Note that the angles approach is not designed to provide effect sizes, as do regression-based
approaches (see for example Pascual-Marqui et al., 2024; Blombaum et al., 2019; and MacKinnon &
Lamp, 2022), nor does it provide counterfactual outcomes. Rather, the angles approach identifies
existing causal structure via DAG recovery.
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GRAPH 19: Angles Approach to DAG Recovery Pipeline
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« The angles approach approach to DAG recovery is original: it calls all edges simultaneously,
not sequentially, using directional statistical inference in the angles space wherein positive
definiteness automatically is enforced.

« This provides potential advantages over competing algorithms which include:
a. More coherence in edge calls
b. Flexibility to use different (directional) dependence measures under different data conditions to
increase power

+ Both of these potential advantages will be tested against competing algorithms in a more extensive
follow-up empirical study.

« Forreadable exposition here, | place all the necessary definitions and assumptions as they relate to
valid causal interpretation in the Appendix (the major assumptions include acyclicity, causal
sufficiency, Markov and faithfulness, independent and identically distributed sampling, reliable
measurement, and monotone link from (directional) dependence measure to asymmetry).
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« For a preliminary empirical study, | use the straightforward, but non-toy DAG presented in Digitale
et al. (2022) which contains confounders, colliders, and mediators, as well as both causes and
consequences of the two primary factors of interest, E and D.

GRAPH 20: Directed Acyclic Graph of Digitale et al., (2022)

Cc "G )

X/M \}

| ==|E| D—Z

» There are multiple causal paths linking E and D (E—D, E—~M—D) as well as multiple non-causal
paths linking E and D (E<—~C—G—D, E->S<L—D). Rightly identifying the directional relationships
shown via the arrows in the DAG — and ONLY these relationships — will allow researchers to make
unbiased estimation of the effect of E on D (by controlling for other effects on D, but only where
appropriate).
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+ The dimension of the corresponding all-pairwise matrix, where each cell represents an edge of the
graph, is p = 10 factors, yielding p(p-1)/2 = 45 pairwise cells. The objective here is to rightly identify
the directional effect in each of the 12 cells where one exists, and to rightly identify no effect in the 33
cells that have no effect (see Graph 21).

GRAPH 21: Directional Effects of 12 Pairwise Relationships (Effect Direction is Column to Row, Original Order)
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V. Causal Discovery via DAG Recovery

* | generate data under the null hypothesis of independence, to obtain the relevant (one-sided)
confidence intervals for the statistical tests on the DAG-generated angles matrices, using multivariate
uniform-distributed variables (only independence matters here; distributional changes make virtually
no empirical difference in the distributions of the angles). | generate data based on the alternate
hypothesis (the DAG) via the code in Table C below.

 For the DAG data, all parametric distributions are heavy-tailed (student’s t-distributed), all
error terms are asymmetric (lognormal distributed), and all functional relationships are highly
nonlinear (most are sinusoidal, with some quadratic terms). As under the null, every simulation
has n = 100 observations (which represents about five months of trading days).

« Using reasonably small samples is conservative here, making it more difficult for this approach to
rightly identify directional effects, as well as no effects. Strong results under these conditions indicate
good power of the estimator and the angles model approach. Note that other studies treating DAG
recovery use sample sizes as large as n=1,000 (see for example
https://hub.crunchdao.com/competitions/causality-discovery).

* Note that the purpose of the extensive use of coefficients in the DAG code in Table C is only to
ensure that the additive effects of multiple parent variables (e.g. those of J, E, M, G, and L on D) are
not orders of magnitude different in scale, thus swamping the effects of the other parent variables.

DataMinelt © JD Opdyke 64 of 103


https://hub.crunchdao.com/competitions/causality-discovery
https://hub.crunchdao.com/competitions/causality-discovery
https://hub.crunchdao.com/competitions/causality-discovery

V. Causal Discovery via DAG Recovery

TABLE C: Code Generating Data Under Alternate Hypothesis (DAG)

call randgen(R_ERR_LOGN, "LOGNORMAL",0,sqrt(log( (1+sqrt(5))/2)) );
R_ERR_LOGN = R_ERR_LOGN - exp(log( (1+sqrt(5))/2)/2);

call randgen(R_ERR_LOGNZ2, "LOGNORMAL",0,sqrt(log( (1+sqrt(5))/2) );
R_ERR_LOGN2 = R_ERR_LOGN2 - exp( log( (1+sqrt(5))/2.)/2);

call randgen(R_ERR_LOGNS3, "LOGNORMAL",0,sqrt(log( (1+sqrt(5))/2)) );
R_ERR_LOGN3 = R_ERR_LOGNS3 - exp( log( (1+sqrt(5))/2 )/2);

call randgen(R_ERR_LOGN4, "LOGNORMAL",0,sqrt(log( (1+sqri(5))/2))
R_ERR_LOGN4 = R_ERR_LOGN4 - exp(log( (1+sart(5))/2.1/2);

call randgen(R_ERR_LOGNS5, "LOGNORMAL",0,sqrt(log( (1+sqrt(5))/2) );
R_ERR_LOGNS5 = R_ERR_LOGNS5 - exp( log( (1+sqrt(5))/2)/2);

call randgen(R_ERR_LOGNS, "LOGNORMAL",0,sart(log( (1+sqrt(5))/2)) ;;
R_ERR_LOGNSG = R_ERR_LOGNG - exp( log( (1+sqrt(5))/2)/2);

call randgen(CCC, "T", 10);

call randgen(lll, "T",10);

EEE = cos(2*constant('PI)*CCC) + cos(2*constant('PI)*Ill) + R_LERR_LOGN/§;
GGG = -sin(2*constant('PI')*0.95*CCC) + R_LERR_LOGNZ2;

call randgen(LLL, "T",10);

SS8S = -cos(2*constant('PI)*LLL) - sin(2*constant('PI)*(EEE)) + R_ERR_LOGN3;

MMM = -0.7*cos(2*constant('PI')*(0.95*EEE)) + R_ERR_LOGN4/3;
call randgen()JJ), "T",10);

DDD = -2.3*cos(2*constant('PI)*(0.6*))J)) + 1.35*cos(2*constant('PI')*(0.25*EEE)) - 3.8*MMM##2 +
2.1*cos(2*constant('PI)*(0.65*GGG)) + 2.3*sin(2*constant('PI)*LLL) + R_ERR_LOGNS5/8;

ZZ7Z = cos(2*constant('PI)*(DDD)) + R_LERR_LOGNG6/6;
inelt D K f1
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TABLE D: Average Pearson’s Rho, Spearman’s Rho, and Kendall’s Tau Matrices
10k Simulations Under the Alternate Hypothesis of the DAG

Pearson's Rho

1 C E G L S5 M J D z
1 1
° 1 1 1 1 C 0.001 1
This yields, over 10,000 simulations e -
of the DAG, the average Pearson'’s, 6 | oot ooo oo [
, , . L -0.001 0.001 0.001 -0.001 1
Spearman’s, and Kendall’'s matrices s | oo 0000 0050 0000 0001 | 1
. M 0.001 0.000 0.009 -0.002 0.000 -0.001 1
Shown N Table D These ShOW ] 0.001 -0.001 0.000 0.000 0.000 0.000 0.000 1
. . . D -0.001 0.000 0.001 -0.041 0.000 0.001 -0.168 -0.001 1
essentially no non-directional z | 0000 o001 0001 0001 -0.001 0001 0000 -0.001 0000 i
associations between the Spearman's Rho
factors/variables.” , - = = = - > = : = z
C 0.001 1
E 0.001 0.000 1
G 0.000 0.001 -0.001 1
L -0.001 0.001 0.001 -0.001 1
s 0.000 0.000 0.036 0.000 -0.001 1
™M 0.001 0.000 0.008 -0.001 0.001 -0.001 1
] 0.001 0.000 0.000 0.000 0.000 0.001 0.000 1
D 0.000 0.000 0.002 -0.053 -0.001 0.001 -0.039 -0.002 1
Z 0.000 0.001 0.000 -0.002 -0.001 0.000 0.000 0.000 0.000 1
Kendall's Tau
1 C E G L s M J D z
1 1
C 0.000 1
E 0.000 0.000 1
G 0.000 0.000 -0.001 1
L 0.000 0.001 0.000 -0.001 1
s 0.000 0.000 0.024 0.000 -0.001 1
™M 0.001 0.000 0.005 -0.001 0.000 -0.001 1
] 0.001 0.000 0.000 0.000 0.000 0.001 0.000 1
D 0.000 0.000 0.001 -0.036 -0.001 0.001 -0.026 -0.002 1
Z 0.000 0.001 0.000 -0.001 -0.001 0.000 0.000 0.000 0.000 1

* One of the cells shows a slight effect, but only under Pearson’s (which is more sensitive to outliers), and this is almost certainly due to the
different functional form for that factor, which is one (a quadratic term) that is more sensitive to bi-directional effects (when using ICH) than
those characterizing most of the DAG (i.e. sinusoidal).
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« | arbitrarily choose a directional dependence measure, the improved Chatterjee correlation coefficient
(“ICH?”) of Xia et al. (2024). As mentioned above, because this is a directional measure whose values
range from zero (independence) to one (perfect dependence), | need specifically the upper (1 — a)
confidence bound (the upper confidence bound is (1 — a) rather than (1 — a/2) because this is a one-
sided hypothesis test) under data generated under independence, to test whether one can reject the
null hypothesis of independence when the data are generated under the alternate hypothesis (the
DAG).”

+ aissetto 0.05, butis conservatively adjusted using a Bonferroni adjustment (a_adj = a/2) because |
am conducting two tests on the same data for each edge / cell of the matrix: one with the columns of
factor data in the “original” order, and one with the columns of factor data in the reverse order (see
Graph 20; the order of the columns in the data match the column order(s) in the matrices).**

* Recall that inference here is based on the angles corresponding to each cell of the matrix, so this is actually the lower a bound because of the
inverse relationship between angles and dependence measure values: angles approach zero as dependence measure values approach one (or
perfect dependence), and angles approach 11/2 as (directional) dependence measure values approach zero (or independence) (for non-
directional measures, like Pearson’s or Kendall’s or Spearman’s, angles approach 1 as dependence measure values approach negative one, or
rather, the lower bound of the matrix, as negative one is a maximal lower bound that is not always attainable).

** Regardless of the relationship between these two tests (they are unlikely to be independent), the conservativeness of the Bonferroni
adjustment, along with the small number of tests per cell (only two), mitigates any concern about inflated false positives due to multiplicity (see
Bonferroni, 1936). The effects of multiplicity across cells (for which the tests are independent, by design, because the angles are independent

random variables, as described in earlier sections) are ignored for purposes of this exercise.
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* For each cell, there are four possible outcomes of the two tests:
A. significant effect in the original direction, no significant effect in the reverse direction
B. no significant effect in the original direction, significant effect in the reverse direction
C. no significant effect in either direction
D. significant effects in both directions

» Under independence, the probabilities associated with A.-D. then become:

A. Pr(A.) = a_adj* (1 — a_adj) = 0.025*0.975 = 0.024375
B. Pr(B.) = o_adj * (1 — a_adj) = 0.025*0.975 = 0.024375
C.PrC.)=(1-a_adj) * (1 - a_adj) = 0.975*0.975 = 0.950625
D. Pr(D.) = (a_adj) * (a_adj) = 0.025*0.025 = 0.000625

« The 2-cycles from D. are immediately pruned to preserve the acyclicality of the DAG by retaining only
the stronger of the two effects (i.e. the one with the smaller p-value).

* Next, longer cycles are pruned based on several criteria including the number of called edges (cells)
per node (factor/variable), the sum of the p-values associated with all the nodes with the same
number of edges, and within each of these groups, the individual p-values of the specific edges (see
Appendix for details). All pruning is performed under the constraint of positive definiteness.

 Once acyclicality is enforced, what we are interested in is the random variable that is the number of
the 45 pairwise cells, which are edges of the DAG, that are rightly identified, where rightly identified
means the 12 cells with directional relationships are rightly chosen as A., and those 33 cells with no
directional relationships are rightly chosen as C. Under the null hypothesis of independence, this
distribution is shown in Graph 22 below, and the expected value is approximately 31.66 right

identifications. © JD Opdvke 68 of 103
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* | obtain this null distribution via a simple simulation that uses random uniform variables generated
with support [0, 1] to rightly identify each of the 12 directional relationships with Pr(A.) and each of
the 33 non-relationships with Pr(C.) yielding, after 100 million simulations, Graph 22, with an
expected value of approximately 31.66 right identifications.

GRAPH 22: Distribution of #Rightly Identified Directional Effects/Non-Effects:
All 45 Pairs (Fully Exploratory Analysis, No Priors)
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V. Causal Discovery via DAG Recovery

 |ICH is applied to the data with the factors in original and reverse orders, per Graph 21, and the
resulting two matrices of ICH values are saved. The rows and columns of the reverse order matrix
are reversed so that the two matrices can be compared easily, cell for cell.

« If, for a given cell, the result of the first test is statistically significant, but the result of the second test
is NOT statistically significant, then the result is classified as outcome A.: a directional effect in the
right direction. For the 33 ‘non-relationship’ cells, a ‘right’ outcome is a finding of no statistically
significant effect in either direction, i.e. outcome C.

« This is repeated 10,000 times, and for each simulation, acyclicality is enforced, and then the number
of times each cell is rightly classified, either as one with a directional effect or one with no effect, is
summed and shown in Graph 22 above. The expected value of this distribution is 41.56, compared
to that under the null which is 31.66.*

+ The difference between the two distributions, which unarguably is material, also is highly
statistically significant, with a p-value<0.00001.**

* Note that acyclicality is not enforced for the distribution under the null, making this a conservative comparison. In other words, the null
distribution is likely to be smaller, on average, if edges are pruned when cycles occasionally are formed at random. This is true of the null
distributions shown in Graphs 22b, 23, and 24 as well.

** This is a one-sided p-value based on a permutation test of 100,000 samples with sample sizes of n1=n2=45 (see Opdyke (2003, 2011, and
2013) for details on permutation tests). These sample sizes are used because they reflect the outcomes of 45 Bernoulli variables, that is, for 45
cells/edges, 45 outcomes of zero or one that sum to the #right in a given sample.
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* Note that this #right metric simply is the inverse of the Structural Hamming Distance (SHD),
that is, the number of edge modifications that need to be changed for an estimated DAG to match the

true DAG. The corresponding SHDs across the 10,000 simulations, with a mean of 3.44, are shown
in Graph 22a. | combine Graphs 22 and 22a in Graph 22b below to put them on the same scale.

GRAPH 22a: Distribution of SHD: #Edges Changed to Match True DAG
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GRAPH 22b: Distribution of #Rightly Identified Directional Cells/Edges vs. SHD
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* In addition to SHD, | present the confusion matrix, otherwise known as the error matrix, below in
Table E, along with various common model performance metrics based on it. These values all
indicate strong predictive power of the angles-based model under these conditions.
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TABLE E: Error Matrix, and Associated Performance Metrics

Error Matrix - Numbers

Predicted
Right Not Right  TOTAL
Right Direction 94,694 25,306 | 120,000
Not Right Direction 9,127 320,873 | 330,000

Error Matrix - Rates

Predicted
Right Mot Right  TOTAL
Right Direction 78.9% 21.1% 100%
Not Right Direction 2.8% 97.2% 100%
Precision = 0.91 MCC= 0.80 Jaccard = 0.73
Recall = 0.79 Fl1= 0.85 Prevalence Threshold= | 0.16
Accuracy = 0.92 Youden = 0.76 Balanced Accuracy = 0.88
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« Table F presents the %right classifications, across all simulations, for each specific cell / edge. Red
font indicates lower relative scores on the %right metric. For the effect of M on D the red is almost
certainly due to the functional form being a quadratic term as opposed to a sinusoidal term, where
the former is more sensitive to bi-directional results (when using ICH) and thus, yields fewer rightly
identified one-direction effects; also, the effect of E on D is (relatively) muted due to the large number
of parent nodes to D. This type of table can be very informative regarding the specific strengths
and weaknesses of an estimator and its framework under different DAGs and different data

conditions.

TABLE F: %Right Relationships Identified in Each Cell / Edge

| C E G L 5 M ] D z

|

C

E 99.6% 99.5%

G 99.8%

L

5 82.7% 76.9%

M 100.0%

J

D 34.7% 68.9% 59.5% 51.4% 75.4%

F 98.5%
| C E G L 5 M ] D z

|

C 95.1%

E

G 96.2% 97.6%

L 95.3% 95.8% 96.3% 97.0%

5 97.1% 97.8% 97.4%

M 97.7% 97.7% 96.6% 97.4% 98.3%

J 95.6% 96.2% 96.8% 97.3% 97.5% 98.1% 97.9%

D 97.2% 97.1% 98.0%

F 96.6% 97.6% 97.8% 98.1% 98.0% 98.0% 98.6% 99.0%
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« If we look only at the 12 cells with the directional relationships, the results remain compelling. Under
the null of independence, the distribution of the number of right identifications becomes simply a
binomial distribution with probability = Pr(A.), because there are no cells with ‘no relationship’
included. This is shown in Graph 23, and compared to the model’s distribution of the number of right
identifications for these 12 cells. The expected value of the former is approximately 0.29, and of the
latter, 9.47. This very material difference also is highly statistically significant, with a p-value <
0.00001.* The angle model’'s %right value is 78.9% here (note that this is just recall, the percent of
“positives” rightly identified), while that under the null is approximately 2.4%, which is Pr(A.).

Graph 23: Distribution of #Rightly Identified Directional Effects for 12 Pairs with Effects
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* For this permutation test, sample sizes n1 = n2 =12, and 100,000 simulations were run.
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+ Even if we gave a researcher an unfair advantage over the angles-based model and he or she
somehow KNEW that the 12 cells were associated with an effect (i.e. he or she had perfect priors),
without knowing the direction of the effect, the distribution under the null would be a coin toss, with an
expected value for the number of right selections of 6 out of the 12. Even under these conditions
(see Graph 24), the model’s effect is material and highly statistically significant, with a p-value of
approximately 0.0001.* All of these results are summarized below in Table G.

Graph 24: Distribution of #Rightly Identified Directional Effects for 12 Pairs with Effects
(Perfect Priors on which 12 Pairs Have SOME Effect, but not the Direction)
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* For this permutation test, sample sizes n1 = n2 =12, and 100,000 simulations were run.
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TABLE G: Angles Distribution (ICH) DAG Recovery vs. No Model

All 45 Pairs, Fully Exploratory Analysis, No Priors

no model-type | error®* Angles-ICH
# right % right # right % right | p-value*
31.66 70.4% 41.56 92.3% | <0.00001 |

* Binomial vector: pl2=adj_a*(1-adj_a), p33=p=[1 - adj_a]"2
* p-value: permutation test, nsims=100k, n1=n2=45

12 Pairs with Effects, Fully Exploratory Analysis, No Priors

no model-type | error** Angles-ICH
# right % right # right % right |p-valua**
0.29 2.4% 9.47 78.9% | <0.00001

** Binomial distribution, p12=adj_a™(1-adj_a)
** p-value: permutation test, nsims=100k, nl=n2=12

12 Pairs with Effects, Perfect Priors on Right Pairs but not Direction of Effect

DataMinelt

no model-type | error™ Angles-ICH
# right % right # right % right | p-value™
6.00 50.0% 9.47 78.9% | 0.00068

~ Binomial distribution, p12=0.5

~p-value: permutation test, nsims=100k, n1=n2=12

33 Pairs with Mo Effect, Fully Exploratory Analysis, No Priors

no model-type | error~" Angles-ICH
# right % right # right % right
31.37 95.1% 32.09 97.2%

~~ Binomial distribution, p33=[1 - adj_a]"2
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« This is a relatively narrow, preliminary study, but the empirical results are promising, if not
compelling.

 The study conditions are reasonably challenging: all bivariate relationships are highly nonlinear,
with heavy-tailed distributions and asymmetric error terms, yet the angles-based model exhibits
strong predictive power even when sample sizes are relatively small (i.e. n=100, compared to other
studies’ use of n=1,000). These results (e.g. recall of 78.9%) compare favorably with other recent
studies (see the recall of 76.7% for the winning DAG recovery method in an online contest with over
2,000 participants and 5,000 submissions, https://crunchdao.com/case-studies/adia-lab-causality ).

« The angle model’s simultaneous, as opposed to sequential, estimation of edge calls, and the
automatic enforcement of positive definiteness in the angles space, may very well contribute
to greater coherence in DAG recovery. Results will vary depending on the (directional)
dependence measure used, but this is a strength rather than a weakness of this approach: it is
adaptable to different and varying data conditions, under which some measures will perform better
than others. So having the flexibility to verify data conditions ex ante could lead to notable
power gains.

« This all will be explicitly addressed in a more extensive follow-up empirical study that will include a
wide range of sample sizes, many different data types with varying signal-to-noise ratios, and results
from competitor algorithms designed for identifying causal structure.

« But these preliminary results, for a completely original methodology, are very encouraging.
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V. Causal Discovery via DAG Recovery

» Of course, this dive into (directional) causality and DAG recovery all begs the bigger and valid
question of whether DAGs can be used reliably within “self-referencing open systems like capital
markets” to begin with (Polakow et al., 2023).

« Importantly, many express strong caution, based on recent and rigorous research, regarding the
reliance on DAGs in this setting (see de Lara, 2023; Gong et al., 2024).*

* | propose only that the angles-based model appears to be able to play an effective role here in
identifying causal structure and accurately recovering DAGs if the answer to this question turns out to
be “yes” or “under some conditions.”**

* From Polakow et al. (2023): “The clarion call for causal reduction in the study of capital markets is intensifying. However, in self-referencing
and open systems such as capital markets, the idea of unidirectional causation (if applicable) may be limiting at best, and unstable or fallacious
at worst.” From Gong et al. (2024): “... potential outcomes (PO) and structural causal models (SCMs) stand as the predominant frameworks.
However, these frameworks face notable challenges in practically modeling counterfactuals ... we identify an inherent model capacity
limitation, termed as the ‘degenerative counterfactual problem’, emerging from the consistency rule that is the cornerstone of both
frameworks.” And from De Lara (2024): “Most of the literature on causality considers the structural framework of Pearl and the potential-
outcomes framework of Neyman and Rubin to be formally equivalent, and therefore interchangeably uses the do-notation and the potential-
outcome subscript notation to write counterfactual outcomes. In this paper, we ... prove that structural counterfactual outcomes and potential
outcomes do not coincide in general — not even in law.” See Opdyke (2024b) for a more complete review of this literature.

** Note here the recent publication of Reisach et al., 2025, which proposes a formalization via composite causal variables to explicitly
incorporate time into DAGs. This is complementary to the earlier work of Rodriguez Dominguez (2023, 2025a).
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2. Fully General Case: Any Positive Definite Dependence Measure, Any Values, Any Data

ANEW METHOD FOR SCENARIOS, FULLY FLEXIBLE WITHIN THE ALL-PAIRWISE FRAMEWORK
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Note that if we are conducting the causal discovery analysis as in the previous section above, but
believe that specific bivariate relationships within the ‘system’ of variables will remain unaffected by
the scenario we are testing, we cannot simply exclude those factors, as they affect other factors that
remain relevant to the scenario.

In other words, freezing the values of bivariate pairs is not the same as freezing the effects of one
factor on all others.

Addressing this need for fully flexible scenarios requires devising a method that works on the entire
matrix / portfolio of factors and perturbs the angles space, but freezes the individual cells
unaffected by the scenario while still preserving the inferential validity of the rest of the matrix.
Stated differently, we must obtain the finite sample distribution of the scenario-restricted matrix.

Nothing in the extant literature provides this.

To be clear, even though we are making inferences in angles space, what we are ultimately
concerned about here is freezing the unaffected cell values of the actual dependence matrix.
The re-sorting method presented below achieves this, for a large number of the possible
combinations of ‘frozen’ cells within the framework of the all-pairwise matrix. It provides
unprecedented scenario flexibility when it comes to inference related to dependence structures.




VI. Inference and Sampling Even Under Restricted Scenarios

2. Fully General Case: Any Positive Definite Dependence Measure, Any Values, Any Data

ANEW METHOD FOR SCENARIOS, FULLY FLEXIBLE WITHIN THE ALL-PAIRWISE FRAMEWORK

» Several characteristics, properly taken together, provide the angles approach with the ability to
‘freeze’ selected combinations of scenario-specified cells within the framework of the all-pairwise
matrix, while maintaining both inferential and representative sampling validity for the
remaining (non-frozen) matrix.

i.  Independence of the angles distributions

ii. Invariance of the distributions of individual cells, and the entire matrix, to the orderings of the
rows and columns of the matrix

iii. The mechanics of matrix multiplication

iv. The granular, cell-level geometry of the angles approach

» First, recall that i. the angles distributions are independent, and ii. that the distributions of both the
individual cells of the matrix, and that of the entire matrix, remain invariant to the orderings of the
rows and columns of the matrix (see Pourahmadi & Wang, 2015, and Lewandowski et al., 2009).
Based on i. and ii., we can exploit iii., the simple mechanics of matrix multiplication, so that only
selected cells of the matrix are affected, and the rest frozen, as required for a given scenario.

« To explain iii., | focus only on the lower triangle of the correlation matrices below in Graphs 15-17,
since the upper triangle is just its reflection due to symmetry.
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2. Fully General Case: Any Positive Definite Dependence Measure, Any Values, Any Data

* Note again that using angles here, we never perturb the correlation/dependence measure values
directly. We must always convert correlations to angles, perturb the angle values using the
fitted kernels, and then if needed, translate back to correlation values.

. In doing so, when multiplying the Cholesky factor by its transpose, R = BB, or equivalently,

1;,].=cos(@iyl)cos(é?j,l)+i{cos(6ﬁk)cos( M)Hsm( ll)s1n(<9],)}+cos( ]I)Hsm( )sm(& )for1£i<j£n

changing an arbitrary angle in B only will change any correlations that are to its right in the
same row, and under the diagonal in the corresponding column.* Several examples of this are
shown below.

Graph 15: Correlation Cells Affected by Changing a Specific Angle Cell

1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1

Il 1 1 I 1 1 :
1 1 1 1 1 1
1 H 1 1 1 ] 1

* Note that not all of these (orange) correlation cells will necessarily change if values of zero are involved, but none OTHER than these (orange)
correlation cells CAN change when only the red angle cell changes. -
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VI. Inference and Sampling Even Under Restricted Scenarios

2. Fully General Case: Any Positive Definite Dependence Measure, Any Values, Any Data

« This means that we can simply reorder the matrix so that the targeted cells we want to vary all end
up in the rightmost triangle of the lower triangle of the matrix, according to the fill order in Graph 16
below. If we only change in matrix B the angle values of cells 1, 2, and 3 below, no other cells in the
correlation matrix R will be affected, simply by virtue of the mechanics of matrix multiplication from
R = BB”. Due toi. and ii., this re-sorting does not affect the distributions of the specific cells
nor that of the entire matrix.

Graph 16: ‘Fill Order’ for Resorting the Correlation Matrix to Change Only Specified Cells
Rightmost Triangle Fill Order

11
12
13
14 8] 5 2
15| 10| 6 3 1
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VI. Inference and Sampling Even Under Restricted Scenarios

2. Fully General Case: Any Positive Definite Dependence Measure, Any Values, Any Data

Graph 17: Matrix Resorting Using the ‘Fill Order’ to Change Only Specified Correlation Cells

Changes in Corresponding

Reorder Rows/Cols to Fill Rightmost Triangle Angles Cells ONLY change
Determine Targeted Change Cells with Targets According to Fill Order Same in Resorted Matrix
1,2 1 1
13|23 12| 7 12
4,3 13| 8| 4 13| 8|43
14| 9| 5| 2 14| 9| 5|23
15| 10| 6| 3| 1 15| 10| 6|13 12

« We see in Graph 17 that reordering the correlation matrix so that rows 1-6 are now 6-1 and columns
1-6 are now 6-1, means that the original (targeted) cells 1,2 and 1,3 and 2,3 and 4,3 are now in the
rightmost triangle of the lower triangular matrix, in the fill order shown in Graph 16, and changes to
the corresponding cells in the angles matrix B will only change these same cells, after R = BB! in
the resulting correlation matrix.

* Note that the targeted cells (green) do not have to be contiguous. Once they are re-ordered into the
lower right triangle, changes in these (orange) cells in the angles matrix will ONLY change
these corresponding (orange) cells in the correlation matrix!

* Readers are encouraged to test this in the fully interactive spreadsheet (rows 122-125) found at
http://www.datamineit.com/DMI_publications.htm
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VI. Inference and Sampling Even Under Restricted Scenarios

2. Fully General Case: Any Positive Definite Dependence Measure, Any Values, Any Data

- Changes to targeted cells WILL change other cells in the targeted submatrix (due to R = BB").
HOWEVER, the ordering of the submatrix matters here, and can be exploited. For example, if we
want to change the 4 cells above, but subsequently want to perform ‘what if’ analyses on only one of
those cells (e.g. cell 1,2) without changing the other three, we order the original correlation matrix to
place that cell as the ‘first’ in the lower triangle of the B matrix. Then, subsequent changes to it will
not affect the other (orange) cells. This ‘rightmost’ change rule is nested / hierarchical!

* Note that in this example matrix, there are [p(p-1)/2]! = 15! = 1,307,674,368,000 possible
permutations of the cells for (ordered) selection for a scenario, but only 6! = 720 ways to sort the
rows and columns within the framework of the all-pairwise matrix. Freely sorting the cells per the
former obviously breaks the structure of the all-pairwise matrix, so every conceivable scenario
corresponding to every possible grouping of cells is not attainable (this is the price of relying on the
all-pairwise matrix structure). So for some scenarios, we will be forced to include in the lower right
triangle one or a few cells that do not belong. But given the size of the matrices used in practice,
these are relatively rare occurrences, and when they do arise, the effects of these unwanted
inclusions can be tested for materiality via ‘what if’ analyses.

« Finally, note that this re-sorting approach would not be possible if its geometry rested on more
complex, multivariate dependence measures, as opposed to the bivariate all-pairwise matrix.

« BOTTOM LINE: the scenario flexibility provided by this re-sorting approach, while
simultaneously preserving inferential (and sampling) validity, eclipses any other method in
the extant literature. ;
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VI. Inference and Sampling Even Under Restricted Scenarios

2. Fully General Case: Any Positive Definite Dependence Measure, Any Values, Any Data

* One question remains: what values do we use for those cells that are ‘frozen’? As alluded to
above when dealing with asymmetry for angles-based two-sided p-values, we use the mean
correlation matrix. Conduct the N (=10k) simulations, as before, but for the ‘frozen’ cells, always
insert the mean angle values that correspond to the mean correlation matrix. This effectively
‘freezes’ these cells to their estimated values, while preserving the positive definiteness of the matrix
(inserting mean cell values will place the matrix deeper into the convex cone, so this should never, as
an empirical matter, render the matrix non-positive definite).

« Extensive simulations, not presented herein, empirically validate this re-sorting method with respect
to the above-described mean substitution, although the cell-freezing mechanism is fully deterministic.
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VIl. Beyond Distance — A Measure of Generalized Entropy

* Yet another application of the angles-space relates to measuring ‘distance’ vis-a-vis the all-pairwise
matrix of positive definite dependence measures, and bringing probabilistic meaning to such distance
measurements.

« It turns out that the (two-sided) cell-level p-values in the angles space, as defined above, can be
used to construct a competitor to commonly used distance metrics, such as norms, and it has a
number of advantages over them in this setting.

« Some commonly used norms for measuring correlation ‘distances’ include the Taxi,
Frobenius/Euclidean, and Chebyshev norms (collectively, the Minkowski norm), shown below

d I/m  \where x is a distance from a presumed or baseline correlation value,
. m d=number of observations, and m=1, 2, and =~ correspond to the
X|| = )Cl. Taxi, Frobenius/Euclidean, and Chebyshev norms, respectively.
i=1
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VIl. Beyond Distance — A Measure of Generalized Entropy

» All of these norms measure absolute distance from a presumed or baseline correlation/dependence
measure value. But the range of all relevant and widely used dependence measures is bounded,
either from -1 to 1 or 0 to 1, and both the relative impact and meaning of a given distance at the
boundaries are not the same as those in the middle of the range.

* In other words, a shift of 0.02 from an original or presumed correlation/dependence value of, say,
0.97, means something very different than the same shift from 0.27. Angle-space p-values
attribute probabilistic MEANING to these two different cases, while a norm would treat them
identically, even though they very likely indicate what are very different events, of very different
relative magnitudes, with potentially very different consequences.
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VIl. Beyond Distance — A Measure of Generalized Entropy

» Therefore, a natural, PROBABILISTIC distance measure, based directly on angle-space p-values, is
the natural log of the product of the p-values, dubbed ‘LNP’ below:
p(p-1)/2
"LNP" = ln[ H p-valuei)=

i=1

p(p=1)/2
= Y In[p-value,] where angles-based p-value, is two-sided
i=1
« Using a Pearson’s correlation matrix under the (Gaussian) identity matrix, LNP shows a very strong
correspondence with the entropy of the correlation matrix, defined by Felippe et al. (2021 and
2023) as below:
where R is the sample correlation matrix and ﬂ«j are

V4
Entropy = Ent(R/p) = _Z A,1n (ﬂ"j) the p eigenvalues of the correlation matrix after it is

= scaled by its dimension via R/p.

« Importantly, this entropy result also is valid for ANY positive definite measure of dependence, not just
Pearson’s.

« Graph 18 below compares LNP vs entropy of Kendall’s Tau matrix in 10,000 simulations (with n=126
for half a year of daily returns) under the Gaussian identity matrix. The Pearson’s correlation
between them is (0.98). | obtain almost identical results when LNP is compared to the entropy of
Pearson’s, Spearman’s, and the symmetric version of Chatterjee’s correlation.
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VIl. Beyond Distance — A Measure of Generalized Entropy

GRAPH 18: Identify Matrix Simulations for Kendall’s Tau — LNP vs. Correlation Matrix Entropy
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VIl. Beyond Distance — A Measure of Generalized Entropy

« |tis important to note, however, that entropy here is limited to being calculated relative to the case
of independence, which for many dependence measures corresponds only with the identity matrix.*

* In contrast, LNP can be calculated, and retains its meaning, in all cases, based on ANY values
of the dependence matrix, not just the case of independence.

* Yet the correspondence of LNP to entropy under this specific case speaks to LNP’s natural
interpretation as a meaningful measure of distance or deviation or disorder (depending on your
interpretation), and one that also is more flexible and granular than entropy as it is measured
cell-by-cell, p(p-1)/2 times, as opposed to only p times for p eigenvalues.

« As such, LNP might be considered a type of ‘generalized entropy’ relative to ANY baseline values of
ANY positive definite dependence measure, including as a special case those values corresponding
with perfect (in)dependence.

* Note also that because LNP is a monotonic transformation, the relative rankings of different
dependence measure matrices will be preserved, which is useful when comparing LNPs based on
simulations to an estimated/observed LNP.

« Also, unlike norms, LNP’s scale is not dependent on sample size, although it is dependent on the
dimension of the matrix, p.

* Recall, of course, that a zero value for Pearson’s or Kendall’s or Spearman’s does not imply independence, but independence does imply a
zero value for these measures (the exception being Pearson’s under Gaussian data, for which a zero value does indicate independence). 7
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VIl. Beyond Distance — A Measure of Generalized Entropy

« Such entropy-related measures certainly are relevant in this setting as entropy has been used
increasingly in the literature to measure, monitor, and analyze financial markets (see Meucci, 2010b,
Almog and Shmueli, 2019, Chakraborti et al., 2020, and Vorobets, 2024, 2025, for several
examples).

* So the use of LNP here warrants further investigation as a matrix-level measure of distance that,
unlike widely used distance measures such as norms, has a meaningful probabilistic foundation.

« It applies not only beyond the independence case generally, but also to ALL positive definite
measures of dependence regardless of their values.

« LNP is a monotonic transformation that preserves relative rankings, and unlike norms, its
scale is not a function of sample size.

* These are intriguing results with possibly far-reaching implications.
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VIIl. Additional Applications / Further Research

« Additional research can potentially increase the utility and breadth of the angles-based approaches
presented herein for causal discovery, inference, sampling, and distance measurement.

« Analytic Angles Distributions, if not for the General Case, then additional Special Cases: | provide
above the fully analytic derivation of the angles distribution under the Gaussian identity matrix: a
foundational, but admittedly narrow special case. Although the angle approach’s general solution
remains ‘runtime reasonable’ given its generality and objectives, expanding the range of conditions
for a fully analytic solution would dramatically speed up it's implementation. Deriving an “all cases”
analytic solution currently appears to be a nontrivial problem, but even providing this under additional
specific cases would be very useful and directly useable in it’s application.

+ A Second, Follow-up Empirical Study Using the Angles Approach for DAG Recovery: This is
currently under way, and will include a wide range of sample sizes, and many different data types
with varying signal-to-noise ratios. Specifically, the potential advantages of the unique approach
provided by the angles space, including

i. increased coherence in edge calls (due to automatic enforcement of positive definiteness, as
well as simultaneous rather than sequential edge calling), and

ii. greater power under wide-ranging data conditions due to flexibility in its use of any positive
definite dependence measure

will be tested against competitor algorithms.
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IX. Conclusions

« This presentation, which includes results from an accompanying monograph, utilizes the angle space
of positive definite dependence measures to derive original methods for 1. causal discovery; 2.
inference for and sampling of these dependence measures; and 3. distance measurement using
these measures.

+ Positive definite dependence measures arguably span all those in widespread usage, so this
approach maintains a broad and relevant range of application.

 For causal discovery, the angles space provides an original mechanism for DAG Recovery with
promising, if not compelling initial empirical results. Compared to competitors, its automatic
enforcement of positive definiteness and simultaneous rather than sequential edge calling could
provide increased coherence, and its flexibility to use any directional positive definite dependence
measure could lead to notably increased power. A follow-up study will test these comparisons.

+ Forinference and sampling, the angles space provides a new, fully analytic derivation solving a
foundational inference problem for dependence structure, as well as sampling for the same 30%
faster than the current fastest methods in the extant literature.

« For distance measurement, the angles space provides a new competitor to commonly used
distance metrics, such as norms: a “generalized entropy” that provides probabilistic meaning to the
distance measured by positive definite dependence measures. It is a monotonic transformation
whose scale does not depend on sample size; its range of application is broader than matrix entropy,
and its measurement is more granular, on the right (same) level of aggregation for (as) the all-
pairwise dependence measure matrix.

« The angles space provides numerous other advantages in these settings; it's already wide breadth of
useful application undoubtedly will continue to expand rapidly in the relevant literature.
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X. Appendix: Assumptions for Valid Causal Interpretation

A. Below | define the assumptions under which the directional associations identified by NAbC can be
interpreted causally, and the causal meaning of edges inferred by NALC in a DAG.

Preliminaries: Structural Causal Model (SCM) and do-Semantics (see Pearl, 2009)
Let V¥ = {X1=- .. ;Xp} be observed variables generated by an acyclic Structural Causal Model (SCM):
X, = fi(Xn,Uy) forj =1 .p

Here Pa(j) are the parents of X' inaDAG“G,” Uy,..., U, are jointly independent exogenous noises, and

each )"‘J [ ] is a (possibly nonlinear, nonparametric) measurable function. The graph G encodes the

causal Markov property and admits do-interventions: for any variable X, the operation do(X:=x) replaces
its structural equation with the constant x, severing incoming edges into X.

Causal effect: X has a (possibly context-dependent) causal effect on Y if and only if there exist x # x' such
that P(Y | do(X=x)) # P(Y | do(X=x")).

Assumptions for Causal Interpretation:
(A1) Acyclicity: The true causal graph over Vis a DAG.

(A2) Causal Sufficiency (no latent confounders among V): The exogenous noises U are mutually

independent; any common causes of variables inV are included in V. Relaxation: if (A2) is uncertain,
interpret edges as ancestral (existence of a directed path) rather than necessarily adjacent (direct).

(A3) Markov + (qualified) faithfulness: The observed joint distribution is Markov with respect to G and

violations of direction-revealing asymmetries are non-degenerate (i.e. pathological cancellations are
excluded).

(Ad) Li.d. sampling (or weak stationarity for time-series): Samples are independent draws from the same
distribution (future research plans to apply NAbC, for time-series extensions, to innovations or
appropriate lags).

(A5) Measurement reliability: Variables are measured without systematic differential error that inverts
directional asymmetries.

(AG) Conditioning set for direct edges: When inferring adjacency (direct edges), directional dependence is
evaluated conditionally on VA{X.Y}. If only marginal directional dependence is used, interpret edge calls
as directed reachability (existence of some directed path).

(A7) Monotone link from mechanism to asymmetry: For the chosen directional measure M (in the
empirical study above, this is ICH - the improved Chatterjee’s correlation of Xia et al., 2024), if X € Pa(Y)
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X. Appendix: Assumptions for Valid Causal Interpretation

and Y & Pa(X), then asymptotically E[ M(X=Y) ] = E[ M(Y+X) ], with separation increasing in sample size n
under the SCM.

Note that this assumption plays a fundamental role in linking the structural causal model to observable
directional asymmetries. It requires that the directional dependence functional M increase in
expectation in the true causal direction. This monotone link between mechanism and measurable
asymmetry is the critical identifiability condition for NAbG-based DAG recovery. In practice, validation of
(A7) proceeds through a simulation across a range of nonlinear, non-Gaussian, and/or heteroskedastic
settings, ensuring that E[ M(X+Y)] > E[ M(Y+X]] consistently emerges under the data-generating process.

Among the seven assumptions, only (A7) must be verified empirically.

Edges in NARC:

Let M be a directional dependence functional and Mits sample estimate. NALC maps the full matrix of

Mvalues to angles, performs finite-sample joint inference under positive-definiteness, and returns p-
values for directed hypotheses.

Adjacency claim (direct edge): Under (A1)-{A7) and using conditional directional dependence M(X=Y|
V{X.Y}): declare a directed edge X=Y if statistically significant(X+Y) and NOT statistically significant(Y-=X)
at level a (the one-direction-only rule). This is interpreted as X € Pa(Y).

Ancestral/path claim (directed reachability); If only marginal M is used, interpret the same rule as: there
exists a directed path X «+ Y (not necessarily adjacent); if (A2) is violated, reduce the claim to directional
dependence without causal interpretation.

No-edge claim: If neither direction is statistically significant, refrain from a causal claim.

Cycle handling: If the one-direction-only rule yields a 2-cycle, pruning enforces ggyclicality by selecting
the edge/direction that has a larger p-value and replacing its dependence measure value with a value just
below the a threshold of statistical significance. The same is done when longer cycles are encountered.
The specific algorithm for the latter case that was implemented in the above empirical study used Kahn's
(1962) topological sorting algorithm to identify cycles, and then |. selected those nodes/variables with the
fewest edges; ii. then among those, selected the one with the largest sum of p-values across its related
among those that had the largest p-value (weakest signal/edge). This process was repeated until no
cycles remained. Inthe above empirical study, no pruned matrices became non-positive definite, which
is not surprising given that the pruning adjustments place the matrix further r within the positive definite
cone (still, positive definiteness always was empirically verified). But even if positive definiteness had
been occasionally violated, non-linear constrained optimization is relatively straightforward to
implement here. While this pruning algorithm is not multivariate optimized, it is fast and straightforward,
and was effective in the empirical study herein. A follow-up study will explore optimizing this approach,
possibly by minimizing an aggregate angle-space loss function under positive definite constraints.
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Under (A1)-{A7), the one-direction-only NARC decision rule using conditional M is pointwise sound for
adjacency: if the rule declares X=Y, then X € Pa(Y) with probability + 1 as n + oe.

By Markov + faithfulness (A3) and SCM acyclicity (A1), conditioning on V\MX.Y} blocks all non-causal paths
between X and Y. If X € Pa(Y), then by (A7) the population asymmetry satisfies M{X=Y) > M(Y-=X); NAbC’s,
finite-sample tests are consistent in n (angles-based inference), so the probability of correctly calling X=Y
tends to 1. Conversely, if no directed edge XY exists, all back-door and collider paths are blocked by the
conditioning set, implying symmetric (null) directional dependence; the rule refrains from a causal call
with probability = 1.

Note that when M is conditional on other variables, an edge X-+Y indicates a direct causal relationship,
but when M is marginal, the same edge indicates only a causal pathway or reachability, not necessarily a
direct connection. In the empirical study in Section 8. above, no conditioning was used, and
consequently, the directed edges recovered therein should be interpreted as reachability rather than as
direct causal effects.

Finally, note again that NAbC, as defined herein, identifies causal structure, but does not estimate effect
sizes or counterfactual outcomes.

B. Below | place NARC within the Causal Inference Literature
Proposition:

LetV = {X1 ..... Xp} be generated by acyclic structural equations X ; = f; [Xpm_jl.Uj] with mutually

independent exogenous noises U; . Under the causal Markov property and (qualified) faithfulness, the

observed distribution is Markov to the causal DAG “G.” | adopt these semantics and make the following
explicit: (i) acyclicity; (ii) causal sufficiency (or an ancestral interpretation if violated); (iii)
i.d./weak-stationarity; (iv) measurementreliability. Directional inference in NAbC uses a directional
dependence functional M; edges are interpreted as direct parents when M is evaluated conditionally on
WV\X.Y}, and as directed reachability when evaluated marginally.

This makes NAbC comparable with established approaches in the causal literature (see Zanga etal.,
2025). Some of these include constraint-based methods (e.g. PC-Stable/FCl, see Colombo and
Maathuis, 2014), score-based methods (e.g. FGES, NOTEARS, see Ramsey et al., 2017, and Zheng et al,,
2018}, and functional/ANM methods (LINGAM/DirectLINGAM, see Hyvérinen et al., 2010, and Shimizu et
al.,, 2011) among others. Unlike those examples, however, NALC takes a completely original approach by
performing finite-sample inference with positive-definite constraints at the matrix level, which may very
well improve coherence of edge calls across the graph, especially compared to those algorithms that
identify causal edges sequentially. This will be explored in a more extensive, future empirical study
pitting NALC against many of the above-mentioned competitors.
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